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ABSTRACT: The oxidation potentials for N-methyl substituted nucleic acid bases guanine, adenine, cytosine, thymine, uracil,
xanthine, and 8-oxoguanine were computed using B3LYP and CBS-QB3 with the SMD solvation model. Acid−base and
tautomeric equilibria present in aqueous solution were accounted for by combining standard redox potentials with calculated pKa
and tautomerization energies to produce an ensemble averaged pH dependent potential. Gas phase free energies were computed
using B3LYP/aug-cc-pVTZ//B3LYP/6-31+G(d,p) and CBS-QB3. Solvation free energies were computed at the SMD/B3LYP/
6-31+G(d,p) level of theory. Compared to experimental results, calculations with the CBS-QB3 level of theory have a mean
absolute error (MAE) of ca. 1 kcal/mol for the gas phase proton affinity/gas phase basicity and an MAE of ca. 0.04 eV for the
adiabatic/vertical ionization potentials. The B3LYP calculations have a MAE of ∼2 kcal/mol for the proton affinity/gas phase
basicity data but systematically underestimated ionization potentials by 0.14−0.21 eV. Solvent cavities for charged solute species
were rescaled uniformly by fitting computed pKa data to experimentally measured pKa values. After solvent cavity scaling, the
MAEs for computed pKa's compared to experimental results are 0.7 for B3LYP and 0.9 for CBS-QB3. In acetonitrile, the
computed E°(XH+•/XH) redox potentials are systematically lower than experimentally measured potentials by 0.21 V for CBS-
QB3 and 0.33 V for B3LYP. However, the redox potentials relative to adenine are in very good agreement with experimental
results, with MAEs of 0.10 V for CBS-QB3 and 0.07 V for B3LYP. In aqueous solution, B3LYP and CBS-QB3 have MAEs of 0.21
and 0.19 V for E7(X

•,H+/XH). Replacing the methyl substituent with ribose changes the calculated E7 potentials by 0.1−0.2 V.
The calculated difference between the guanine and adenine oxidation potentials is too large compared to experimental results,
but the calculated difference between guanine and 8-oxoguanine is in good agreement with the measured values.

■ INTRODUCTION

In biological systems, DNA is persistently exposed to harmful
oxidizing agents. Most biological systems possess mechanisms
for repairing oxidative damage to DNA. Although these repair
mechanisms tend to be highly successful, they cannot repair all
damaged DNA. Unrepaired oxidative damage to DNA can lead
to mutations that are associated with carcinogenesis, cellular
aging, and cellular death.1−6 Determining the most probable
sites for DNA damage is very important for understanding the
mechanisms and reaction pathways leading to permanent
mutations. It is known that guanine has the lowest oxidation
potential among the common nucleobases. There is also a
consensus concerning the qualitative trend in oxidation
potentials of the common nucleobases.7 Due to electron
transfer processes in DNA, the specific site where oxidative
damage takes place may be different from the site of chemical
mutation. The electrochemical properties of individual nucleo-
sides are important for the understanding of oxidative damage
to DNA. In the present paper, we have used electronic structure
calculations and a polarizable continuum solvation model to
calculate the electrochemical potentials of some nucleosides.
The one-electron oxidation potentials of nucleosides have

been measured by a number of experimental groups in different
solvents and at various pH levels in aqueous solution.8−12

Unfortunately, there is not yet a consensus set of redox
potentials for the standard nucleic acids guanine, adenine,
cytosine, thymine, and uracil. The various measured values have
been discussed extensively, and concerns have been raised such

as cyclic voltammetry measurements that involve irreversible
redox reactions, solubility issues with specific nucleobases, and
inaccurate reference compound potentials.10,12,13

The experimental studies by Steenken and co-workers8,9 and
by Seidel et al.13 have attracted the most attention concerning
nucleoside oxidation potentials. The measurements by
Steenken and Jovanovic were made in aqueous solution at
near physiological pH using chemical oxidation and kinetic rate
measurements of reference compounds reacting with the
nucleobases. They determined half-cell potentials for guanine
at pH 7 (E7 = 1.29 V) and adenine at pH 3 and pH 5 (E3 = 1.64 V
and E5 = 1.56 V). Standard potentials (E°) were also derived
by Steenken and Jovanovic. However, numerous tautomeric
and acid−base equilibria control the composition of the
reactants and products for redox reactions in aqueous solution.
For a redox reaction in aqueous solution at a given pH, the acid
dissociation constants (Ka) are needed to relate the measured
potentials to E°, and the derived E° becomes very sensitive to
the Ka values of the oxidized and reduced species. The
measurements made by Seidel et al. were performed using
cyclic voltammetry in acetonitrile solution. By measuring the
one-electron oxidation potentials in an aprotic solvent, they
eliminated the complications of acid−base equilibria. However,
the cyclic voltammetry measurements were made with a single
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voltammetric sweep due to the irreversibility of the redox
reactions.
As computational power has increased over the years, sophis-

ticated electronic structure calculations have become practical
for larger systems and have provided an alternative way to
obtain redox potentials.14−17 An excellent example of utiliz-
ing electronic structure calculations to determine potentials is
the recent article by Coote and co-workers benchmarking the
absolute reduction potential of the ferrocenium/ferrocene couple
in nonaqueous solutions.15 Thermodynamic cycles similar to the
one depicted in Scheme 1 are often used to compute the solu-

tion phase free energy difference (ΔG(sol)*) for a redox reac-
tion. Similar approaches have yielded good results for computing
pKa's.

18,19

Redox potentials calculated by electronic structure methods
are not without issues. The computed solution phase electron
attachment or detachment energy for a given species is con-
sidered to be an absolute potential, while a potential deter-
mined experimentally using electrochemical techniques is mea-
sured against a reference electrode and is therefore reported as
a relative value. For a calculated absolute potential to be com-
parable to a measured potential, the absolute potential of the
corresponding reference electrode must be subtracted from the
calculated absolute potential. The absolute potential of the Stan-
dard Hydrogen Electrode (SHE or NHE) has been debated
extensively in the literature.20−23 Deriving an accurate value of
ESHE
obs requires careful consideration of the proper electron con-

vention, standard state convention, and especially the free energy
of a solvated proton.
The present study uses electronic structure calculations to

obtain redox potentials and acid dissociation constants that are
necessary for calculating pH dependent half-cell potentials for
the nucleobases in aqueous solution. Thermodynamic cycles
are utilized to obtain reaction free energies for deprotonation
reactions and redox processes. Both highly accurate and effi-
cient methods are employed for calculating gas phase free
energies. Solvation free energies are estimated using the SMD
polarizable continuum model (PCM) by Marenich, Cramer,
and Truhlar.24 Adding explicit solvent molecules can improve
the results for PCM calculations in aqueous solution. However
this can cause some difficulties in comparing the pKa's and
redox potentials of the nucleobases, since they have differing
numbers of hydrogen bonding sites. As an alternative, we
calibrate the PCM calculations by adjusting the cavity scaling
factors to fit observed pKa's. The resulting scaling factors will be
useful for closely related species, for example, in our next study
which focuses on the prediction of pKa's and redox potentials
of transient intermediates in the pathways for oxidative damage
to DNA. These data would provide useful information toward
a molecular level understanding of why certain DNA oxidation
pathways are experimentally observed and others are not.

■ METHODS
General Description of a Reduction Potential. A

standard redox potential is related to the free energy difference
of a redox reaction by eq 1

° =
−Δ *

E
G

nFred(sol)
red(sol)

(1)

where F is Faraday’s constant, ΔGred(sol)* is the solution phase
standard state free energy change, and n is the number of
electrons in the redox process. For all equations shown in the
present study, example reactions will be written as one-electron
reductions where n = 1 throughout. Using the thermodynamic
cycle outlined in Scheme 1, ΔGred(sol)* is defined in eq 2 for a
one-electron reduction of a given radical cation

Δ * = * − * − °+• −G G B G B G e( ) ( ) ( )red(sol) (sol) (sol) (g) (2)

The standard state free energy is expressed in eq 3

* = ° + Δ + Δ *→G G G G( )(sol) (g)
1atm 1M

solv (3)

where ΔG(g)° is the standard state free energy in the gas phase
and ΔGsolv* is the standard state free energy of solvation.
ΔG1atm→1M = 1.89 kcal/mol is the free energy difference for
converting from the standard state concentration of 1 atm to
the standard state concentration of 1 mol/L. The notation
introduced by Ben-Naim and Marcus25 is used throughout this
study, where a degree symbol (°) denotes a standard state of
1 atm and an asterisk (*) denotes 1 mol/L. Substituting eq 3
into eq 2 yields ΔGred(sol)*

Δ * = ° + Δ + Δ *

− ° + ° + Δ

+ Δ *

→

+• − →

+•

G G B G G B

G B G e G

G B

( ( ) ( ))

( ( ) ( )

( ))

red(sol) (g)
1atm 1M

solv

(g) (g)
1atm 1M

solv (4)

and is represented in Scheme 1. A potential calculated using
eq 1 yields an absolute potential. Experimental potentials are mea-
sured against a reference electrode and are reported as relative
half-cell potentials. For comparison with experimental results,
we must take the difference of the calculated potential and the
absolute potential of the reference electrode. The absolute poten-
tial of the standard hydrogen electrode (SHE) in an aqueous
solution is estimated to be 4.281 V.16,17,20,21

Gas and Solution Phase Calculations. In terms of
electronic structure calculations, G(g)° is

° = + + Δ °→G E GZPE(g) el 0 298K (5)

where Eel is the electronic energy (including nuclear repulsion),
ZPE is the zero point vibrational energy, and ΔG0→298K is the
calculated thermal free energy change going from 0 to 298 K. In
the present study, the gas phase free energy for a given species
is obtained by optimizing the structure at the B3LYP level of
theory26−30 with the 6-31+G(d,p) basis set.31−36 A vibrational
frequency calculation is used to determine whether the struc-
ture is a minimum or saddle point on the potential energy sur-
face and to compute the ZPE and ΔG0→298K terms. An addi-
tional single point calculation using the aug-cc-pVTZ basis set37

is used to obtain a more accurate Eel. The gas phase free energy
at the B3LYP level of theory is given by

° =

+ + Δ

‐ ‐ ‐ +

‐ +
→

‐ +

G E

GZPE

(g) el
B3LYP/aug cc pVTZ//B3LYP/6 31 G(d,p)

B3LYP/6 31 G(d,p)
0 298K
B3LYP/6 31 G(d,p)

(6)

Scheme 1. Thermodynamic Cycle Used in the Calculation of
Reduction Potentials

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct300550x | J. Chem. Theory Comput. 2012, 8, 5107−51235108



An even more accurate method for computing gas phase
free energies is the CBS-QB3 compound model chemistry38,39

which has been shown to predict gas phase thermodynamic prop-
erties at near chemical accuracy (MAE of 1.1 kcal/mol).
For a given molecule, Ben-Naim and Marcus25 described the

free energy of solvation (ΔGsolv* ) shown in eq 7

Δ * = * ′ − *G G R G R( ) ( )solv (sol) (g) (7)

as the difference between the solution phase free energy of the
solution phase optimized molecule, R′, and the gas phase free
energy of the gas phase optimized molecule, R. The solvation
free energy is computed using the SMD implicit solvation
model24 at the B3LYP/6-31+G(d,p) level of theory and includes
the electrostatic, cavitation, and dispersion terms. The solution
phase free energies are computed by combining the solvation free
energies calculated at the B3LYP level of theory with the gas
phase free energies calculated with the B3LYP method

* =

+ + Δ

+ Δ + Δ *

‐ ‐ ‐ +

‐ +
→

‐ +

→ ‐ +

G E

G

G G

ZPE

(sol) el
B3LYP/aug cc pVTZ//B3LYP/6 31 G(d,p)

B3LYP/6 31 G(d,p)
0K 298K
B3LYP/6 31 G(d,p)

1atm 1M
solv

SMD/B3LYP/6 31 G(d,p)
(8)

and the CBS-QB3 method

* = + + Δ *‐ → ‐ +G G G G(sol) (g)
CBS QB3 1atm 1M

solv
SMD/B3LYP/6 31 G(d,p)

(9)

All calculations in this study were carried out with a develop-
ment version of Gaussian.40 Solution phase calculations were
performed using the SMD implicit solvation model.24 The
SMD solvation model uses the integral equation formalism of
the polarizable continuum model (IEF-PCM)41−44 with a param-
etrized set of atomic radii to calculate the bulk electrostatic
energy contribution. The model calculates short-range inter-
action energies between solvent and solute by using a modified
solvent-accessible surface area which incorporates parameters
for atomic and molecular surface tensions and hydrogen-bond
acidity and basicity. The tessellated solute−solvent boundary
uses an average tesserae area of 0.2 Å2.
The molecules studied here are canonical nucleobases and

their derivatives. A nucleic acid base or nucleobase bonded to
a ribose or deoxyribose sugar is a nucleoside. Nucleosides
bonded to one or more phosphate groups are nucleotides. To
compare better with the experimental measurements on
nucleosides in solution,8,9,13 most of the nucleobases calculated
in this study have been methylated at the position where the
sugar moiety is attached in a nucleoside (for atom numbering
see Scheme 2). This avoids complications resulting from protic
equilibria and solution phase modeling surrounding the
glycosidic nitrogen atoms. The sugar moiety would affect
protic equilibria primarily at high pH (>12) where hydroxyl
groups of the sugar can be deprotonated. In a previous study
investigating reaction pathways following guanine oxidation,
replacing the sugar by methyl, hydroxymethyl, and methoxy-
ethyl yielded relative enthalpies that compared well with one
another.45

Accounting for Multiple Tautomers. The methods dis-
cussed above yield redox potentials specific to a given protona-
tion state of the oxidized (Oxi) and reduced (Redj) species.
During a measurement in aqueous solution, equilibria exist be-
tween multiple tautomers (Scheme 3).

Relative populations of each tautomer are given by a nor-
malized Boltzmann distribution, f, based on the relative free
energies of the tautomers

∑= =
∑

=
∑

=

− *

− *
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⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

f f
[Ox ]
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[Ox ]
[Ox ]
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1

n n

G
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n
G

RT

n1
1 1

n

1(sol)

(sol)

(10)

The tautomer specific equilibrium constant, Kred
ij , can be related

to the ensemble equilibrium constant, Kred, using the Boltzmann
weighted populations for each species.

= =
′

=
′

K
f

f
K

f

f

[Red ]

[Ox ]

[Red]

[Ox]
ij j

i

j

i

j

i
red red

(11)

where f j′ is the population of the jth tautomer of the set of
reduced species and f i is the population of the ith tautomer
of the oxidized species. From eq 11, the ensemble equilibrium
constant can now be generalized for all possible reductions
between tautomers

=
′

=
′

=
′

= ··· =
′

K K
f

f
K

f

f
K

f

f
K

f

f
ij i

j
red red

11 1

1
red
12 1

2
red
21 2

1
red

(12)

The ensemble reduction potential is obtained by inserting the
free energy ΔGred(sol)* = −RT ln(Kred) into the Nernst equation

Scheme 3. Multiple Tautomers Contribute to the Ensemble
Reduction Potential

Scheme 4. Thermodynamic Cycle Used in the Calculation of
pKa's

Scheme 2. Atomic Numbering for Purines and Pyrimidine
Nucleobasesa

aCharge, multiplicity and hydrogen atoms are not explicitly shown.
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° =E
RT
F

Kln( )red(sol) red (13)

Substituting eq 12 into eq 13 yields the ensemble reduction
potential expressed in terms of tautomer specific potentials

° = ° + − ′E E
RT
F

f
RT
F

fln( ) ln( )ij
i jred(sol) red(sol) (14)

Calculating pKa and E7. Experimental standard redox poten-
tials are usually derived from potentials measured at a specific pH in
aqueous solutions using the Nernst half-cell equation shown in
eq 15

= ° −
⎛
⎝⎜

⎞
⎠⎟E E

RT
F

ln
[Red]
[Ox]1/2

(15)

Conversely, a pH dependent potential can be derived from a
calculated standard redox potential using the equilibrium
concentrations of the reduced and oxidized species. In protic
solvents, the concentrations of alternate protonation states exis-
ting in solution within the applicable pH range need to be
included for both the reduced and oxidized species. Assuming
dilute concentrations (low ionic strength), a functional form
can be derived46,47 for calculating the pH dependent potentials

Table 2. Experimental and Calculated Gas Phase Adiabatic
(AIE) and Vertical Ionization Energies (VIE) for Nucleic
Acid Bases (in eV)

adiabatic

exptl.a,b CBS-QB3 G3-B3 B3LYPc BP86c PMP2d

guanine 7.77 7.85 7.88 7.66 7.65 7.90
adenine 8.26 8.28 8.30 8.07 8.04 8.23
cytosine 8.68 8.71 8.83 8.56 8.50 8.78
thymine 8.87 8.91 8.93 8.72 8.64 8.74
uracil 9.32 9.32 9.35 9.21 9.14 9.36
MAE to exptl.e 0.03 0.08 0.14 0.19 0.08

CBS-QB3 B3LYPc

9-methylguanine 7.65 7.47
9-methyladenine 8.10 7.89
1-methylcytosine 8.35 8.27
1-methylthymine 8.54 8.38
1-methyluracil 8.92 8.81

B3LYPc

guanosine 7.24
adenosine 7.84
cytidine 8.05
thymidine 7.96
uridine 8.28

vertical

exptl. CBS-QB3 G3-B3 B3LYPj BP86j PMP2d

guanine 8.28e 8.33 8.29 8.10 8.41 8.33
adenine 8.48f 8.51 8.47 8.25 8.21 8.62
cytosine 8.89g 8.86 8.91 8.69 8.64 8.69
thymine 9.20h 9.18 9.21 9.00 8.88 9.07
uracil 9.59i 9.58 9.56 9.45 9.29 9.43
MAE to exptl. 0.03 0.02 0.18 0.23 0.13

exptl. CBS-QB3 G3-B3 B3LYPj BP86j PMP2

9-methylguanine 8.02e 8.03 8.08 7.81 7.76 8.17
9-methyladenine 8.39f 8.37 8.30 8.09 8.03 8.45
1-methylcytosine 8.65g 8.54 8.70 8.43 8.36 8.49
1-methylthymine 8.79 8.83 8.85 8.64 8.52 8.69
1-methyluracil 9.2 9.15 9.21 9.04 8.93 9.01
MAE to exptl. 0.05 0.05 0.21 0.29 0.13

aRef 84. Estimated accuracy of ±0.05 V. bA separate set of values
is given by NIST: guanine, 7.85 eV; adenine, 8.3 ± 0.1 eV; cytosine,
8.45 eV; thymine, 9.0 ± 0.1 eV; uracil, 9.2 ± 0.1 eV.78 cFor the given
level of theory, the calculated AIE is the difference in energy
between the radical cation and neutral species where the energy of
each species is the sum of the ΔG0→298K correction using the
6-31+G(d,p) basis set and E0K using the aug-cc-pVTZ basis set on
the geometry optimized at the 6-31+G(d,p) basis set. dCrespo-
Hernandez et al. study calculated at PMP2/6-31++G(d,p) level of
theory where adiabatic energies are for ZPE at HF/6-31++G(d,p) level
of theory.60 eRef 62. fRef 63. gRef 64. hRef 65. iRef 66. jFor the given
level of theory, the calculated VIE is the difference in E0K using the
aug-cc-pVTZ basis set between the radical cation and neutral species at
the geometry of the neutral species optimized using the 6-31+G(d,p)
basis set.

Table 1. Experimental and Calculated Gas Phase Basicities
and Proton Affinities for Nucleic Acid Bases in kcal/mol

A + H+ → AH+

H+ site exptl.a CBS-QB3 G3B3 B3LYPc B3LYPd

proton affinity
guanine N7 229.3 227.6b 228.2b 230.8 230.5b

adenine N1 225.3 223.6b 224.9b 227.1 226.7b

cytosine N3 227.0 226.9b 227.6b 229.2 228.9b

1-methyl
cytosine

N3 230e 230.1c 230.9c 232.7 232.4c

thymine O4 210.5 209.6c 210.6c 211.1 210.8c

uracil O4 208.6 206.8c 207.7c 208.2 207.8c

MAE to exptl. 1.1 0.7 1.5 1.3
gas phase basicity

guanine N7 221.7 220.2b 220.9b 223.3 223.0b

adenine N1 218.1 216.3b 217.1b 218.9 218.3b

cytosine N3 219.0 218.9b 219.8b 221.0 219.9b

1-methyl
cytosine

N3 223e 222.4c 223.3c 224.8 224.5c

thymine O4 203.2 201.7c 202.6c 203.2 202.8c

uracil O4 201.2 198.9c 199.8c 200.2 199.9c

MAE to exptl. 1.3 0.8 1.2 0.9
A− + H+ → AH

H+ site exptl.e CBS-QB3 G3B3 B3LYPc B3LYPd

proton affinity
guanine N1 337.7b 338.2b 340.1 339.9b

guanine N9 335 335.2c 335.9c 338.1 337.8c

adenine N9 335 335.3c 335.9c 338.5 338.2c

cytosine N1 342 344.8c 345.3c 347.1 346.8c

thymine N3 346 346.3b 347.0b 347.1 346.9b

thymine N1 335 335.4c 336.2c 335.9 336.6c

uracil N3 347 346.3b 347.0b 346.6 346.9b

MAE to exptl. 0.8 1.2 2.4 2.2
gas phase basicity

guanine N1 330.2b 330.6b 332.6 332.3b

guanine N9 328 327.7c 328.4c 330.6 330.3c

adenine N9 329 328.8c 328.7c 331.7 331.4c

cytosine N1 335 337.5c 337.8c 339.9 339.7c

thymine N3 339 338.5b 339.1b 339.3 339.0b

thymine N1 328 327.9c 328.7c 328.4 329.1c

uracil N3 338.1b 338.6b 338.7 338.4b

MAE to exptl. 0.7 0.9 2.2 2.1
aRefs 78−81. experimental error of ±2 kcal/mol. bRef 54. cPresent
study. dCalculated using the B3LYP/6-311++(3df,2p)//B3LYP/6-31+
+G(d,p) level of theory.54 eExperimental error of ±3 kcal/mol.56,82,83
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for a nucleobase that has three Ka's for the reduced form and
two Ka's for the oxidized form

= ° +
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+ + +

+ +

• +

− − −

− −
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Similar expressions can be obtained for cases with different
numbers of Ka's, e.g.
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(17)

“XH” signifies a specific nucleic acid species in the reduced
or closed shell neutral state, and “X•” is the corresponding
oxidized species that has been deprotonated following the one-
electron transfer comprising the predicted redox couple for

processes occurring in aqueous solution at pH 7. “o” stands for
the oxidized species Ka, and “r” stands for the reduced species
Ka. For a redox potential in aqueous solution, acid dissociation
constants of the oxidized species (Kao) and reduced species
(Kar) account for the concentrations of the relevant protonation
states. For example, the experimental values needed for the pH
dependent potential of guanosine are pKa1r = 1.9, pKa2r = 9.3,
pKa3r = 12.5, pKa1o = 3.9, pKa2o = 10.9, and E° = 1.58 V.9,48

Further discussions regarding the pH dependence of reduction
potentials can be found in the literature.46,47

Acid dissociation constants for short-lived radical species may
be difficult to measure experimentally, and very few measured
pKa's are available for radical nucleobase species. Additionally,
discrepancies between experimentally measured pKa's of closed
shell species are often larger than the reported measurement
error. Therefore, we have decided to also calculate the pKa's
needed for pH dependent potentials. Previous computational
studies by Verdolino et al.49 and Jang et al.50,51 have calculated
tautomer specific and ensemble pKa's for standard and modified
nucleic acid bases using a protocol very similar to the one
described here. To be consistent, we use calculated pKa's to

Figure 1. Effect of changing the solvent cavity parameter on the calculated pKa for the B3LYP and CBS-QB3 methodologies. Each solid curve
represents a third order polynomial fit of calculated pKa data points collected at scaled solvent cavities. For all neutral species shown, the solvent
cavity was left unscaled (α = 1.0), while the solvent cavity scaling values for ionic species were varied. Horizontal dotted lines represent
experimentally measured pKa's. The intersection of a calculated pKa curve with an experimental pKa (depicted by a symbol specific to the
nucleobase) indicates the optimal solvent cavity scaling value for a given nucleobase. The optimal solvent cavity scaling parameters for B3LYP are
0.9, 1.0, and 1.0 for anionic, cationic, and neutral species, respectively. The optimal scaling factors for CBS-QB3 are 0.925, 0.975, and 1.0 for anionic,
cationic, and neutral species, respectively.
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obtain the pH dependence of the calculated redox potentials.
The ensemble pKa tautomers can be assigned Boltzmann
weighted populations

= − + ′K K f fp p log( ) log( )ij
i ja a (18)

where f j′ is the population of the jth tautomer of the set of
deprotonated species and f i is the population of the corres-
ponding ith tautomer of the protonated species. The tautomer
specific pKa is

=
Δ *

K
G

RT
p

2.303
ij

ij

a
deprot(aq)

(19)

and ΔGdeprot(aq)* is calculated using the thermodynamic cycle in
Scheme 4.
The aqueous free energy for the deprotonation reaction is

given by

Δ * = ° + Δ * + °

+ Δ * − ° − Δ *

+ Δ

− − +

+

→

G G G G

G G G

G

(A ) (A ) (H )

(H ) (HA) (HA)

deprot(aq) (g) solv (g)

solv (g) solv

1atm 1M (20)

In this study, the literature value ΔGsolv* (H+) = −265.9 kcal/
mol22 is used for the aqueous solvation free energy of H+.

The gas phase energies for the proton and the electron at
0 K are zero. The gas phase free energy for H+ at 298 K is
ΔG(g)° (H+) = −6.287 kcal/mol and is derived from G(g)° = H(g)°
− T·S(g)° where E0K = 0 au, H(g)° = 5/2RT = 1.48 kcal/mol, and
S(g)° = 26.05 cal/mol·K. Similarly, the gas phase free energy of
the electron at 298 K is G(g)° = −0.867 kcal/mol using H(g)° =
0.752 kcal/mol and S(g)° = 5.434 cal/mol·K based on Fermi-Dirac
statistics.52,53

■ RESULTS AND DISCUSSION

Redox potentials in solution include the intrinsic energy of
adding or removing an electron along with the solvation energy
of the oxidized and reduced species. For the nucleobases
considered here, these are neutral, cationic, and anionic species
depending on the experimental pH conditions and whether
or not a proton transfer accompanies the electron transfer. To
compare with experimentally observed values, the relative
abundance of the various tautomers at each redox level must be
taken into account. In aqueous solution, acid−base equilibria
must also be included in the treatment. To assess the accuracy
of the various levels of theory, we first compared the calculated
ionization potential and gas phase basicity with experimental
values. Then, we examined the suitability of the SMD solvation
model by calculating the pKa's for the nucleobases. To obtain
ensemble averaged pKa's, tautomeric equilibria are included for

Table 3. Experimental and Calculated pKa Values

exptl. CBS-QB3 B3LYP B3LYPj other calcd.

methyl subst. ribose subst. methyl subst. methyl subst. ribose subst. unsubst.

guanine
pKa1 3.1a 1.9d 3.50 3.20 1.47 3.4,k 3.15m

pKa2 9.5a 9.2d 9.10 9.36 9.6,k 9.60m

pKa1ox 3.9e 2.53 3.34 2.61 4.01l

pKa2ox 10.9e 11.88 10.32
adenine

pKa1 4.1b 3.6f 4.89 3.79 4.43 4.2k

pKaox 4.2g 2.82 3.90 3.18 2.01l

cytosine
pKa1 4.5 4.2f 4.80 4.71 4.54 4.2k

pKaox ∼4e 6.72 5.69 6.46 3.37l

thymine
pKa 9.8f 9.96 9.98 10.5k

pKaox 3.6e 3.04 1.69 2.88 6.40l

uracil
pKa 9.7 9.2f 9.33 9.59
pKaox 4.06 1.52 1.61

xanthine
pKa1 2.0c 1.1c 1.31 0.44 −1.46
pKa2 6.3c 5.7c 5.29 4.76
pKa1ox −4.03 −5.52 −5.98
pKa2ox 7.54 6.98

8-oxoguanine
pKa1 0.1h −0.04 −0.12 −1.96 0.22m

pKa2 8.6h 7.09 8.13 8.0k, 8.69m

pKa1ox 0.06 −0.28 −0.54 6.83l

pKa2ox 6.6i 4.83 5.50
MAE to exptl. 0.88 0.66 1.31

aRef 85. bRef 86. cRef 87. dRef 88. eRef 11. fRef 48. gValue is for deoxyribose substituted species.89 hRef 90. iRef 8. jComputed using B3LYP gas
phase free energies for nucleosides. Solvent cavities were not scaled for calculations involving nucleosides. kVerdolino et al. calculated ensemble pKa's
for nonmethylated nucleobases using Boltzmann-weighting for alternate tautomers at the B3LYP level of theory.49 lBaik et al. calculated tautomer
specific pKa's for nucleobases at PW91 level of theory.59 mGoddard and co-workers calculated ensemble pKa's for nonmethylated nucleobases using
Boltzmann-weighting for alternate tautomers at the B3LYP level of theory.50,51
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the different protonation states. Solvent cavity scaling parameters
are adjusted to improve the agreement with experimental results.
Next, redox potentials are calculated in acetonitrile, where acid−
base equilibria are absent. Finally, redox potentials are calculated
in aqueous solution as a function of the pH, taking into account
both the tautomeric and acid−base equilibria.
Gas Phase Energies. For the gas phase reaction A + H+ →

AH+ (the upper part of Scheme 4), the proton affinity (PA) is
the reaction enthalpy and the gas phase basicity (GB) is the
reaction free energy. Table 1 compares computed and mea-
sured PA and GB energies for unsubstituted nucleobases and
their anions. The results from a theoretical study by Moser
et al.54 are also listed for comparison. The CBS-QB338,39 and
the G3B355 compound model chemistries are the most accurate
calculations in the table. Compared to experimental results, the
mean absolute errors (MAE) for CBS-QB3 and G3B3 are 0.7−
1.3 kcal/mol and are well within the estimated experimental
error of 2−3 kcal/mol. Both York and co-workers54 and Lee
and co-workers56 noted that their calculated values for proton
affinities of neutral thymine and uracil disagreed with experi-
mental results by as much as 4 kcal/mol. Calculations by
Wolken and Turecek57 showed that the most stable protonated
isomer of uracil is the N-1 deprotonated 2,4-dihydroxy form,
rather than the expected N-1 protonated 2-oxo,4-hydroxy form
(Scheme 5). The present B3LYP, G3B3, and CBS-QB3 calcula-

tions confirm that the N-1 deprotonated 2,4-dihydroxy form is
the most stable isomer for both thymine and uracil. The PA and
GB for the neutrals and anions calculated with B3LYP/aug-cc-
pVTZ are on average 1.7 and 2.1 kcal/mol higher than the
experimental and CBS-QB3 values, respectively.
Table 2 compares the calculated vertical and adiabatic ioniza-

tion energies with experimental values. The adiabatic ionization
energy is the gas phase analogue of the one-electron oxidation
potentials we are interested in, and systematic errors in the
ionization energies should be reflected in the redox potentials.
The best agreement with experimental results is found for
CBS-QB3 (MAE = 0.03−0.05 eV) and G3B3 (MAE = 0.05−
0.08 eV). The MAEs are comparable to the estimated experi-
mental error of ±0.05 eV. The B3LYP/aug-cc-pVTZ values are
systematically too low when compared to experimental results
(MAE = 0.14−0.21 eV) and CBS-QB3 (MAE = 0.17−0.19 eV).
The BP86/aug-cc-pVTZ calculations yield a slightly larger un-
derestimation than B3LYP (MAE 0.19−0.29 eV vs experi-
ment). This underestimation of ionization energies is known to
be characteristic of the B3LYP and other DFT levels of theory
as other studies have shown.54,58,59 The ionization energies cal-
culated by Crespo-Hernandez et al.60 at the PMP2 level of
theory61 with a 6-31++G(d,p) basis have smaller MAEs than
the DFT results, but the deviations are less systematic.

Experimental data show that methyl substitution of the
nucleobases lowers the vertical ionization energy by 0.26 eV
for 9-methylguanine,62 0.09 eV for 9-methyladenine,63 0.24 eV
for 1-methylcytosine,64 0.40 eV for 1-methylthymine,65 and
0.39 eV for 1-methyluracil.66 The calculated methyl substitution
effects on the vertical ionization energy are in good agreement
with experimental results (MAE = 0.05 eV for CBS-QB3 and
G3B3). Although there are no experimental data, calculations
show that replacing the methyl substituent with ribose lowers
the ionization energy by an additional 0.1−0.4 eV. Calculations
by Crespo-Hernandez et al.67 find similar effects for methyl and
2′-deoxyribose substitution of the bases. As recommended by
Crespo-Hernandez et al., the present calculations use the anti
orientation for the nucleosides since this conformation is more
relevant for the geometries in solution and in DNA.

Solvent Scaling Parameters. Calculated solvation free
energies for ionic species generally have larger errors than for
neutral species. A relatively simple way of addressing this error
is either to scale the individual atomic radii used to create the
solvent cavity or scale the entire solvent cavity. In addition to
compensating for different errors in solvation free energies for
charged species and for specific hydrogen bonding between
solvent and solute, this may also adjust for systematic errors in
the calculated gas phase free energies of the molecular species.
Other studies have incorporated cavity scaling techniques with
success.14,49,68−72 Figure 1 shows the pKa's as a function of the
cavity scaling parameter α for the cations and the anions (the
solvent cavities for the neutrals were left unscaled, α = 1.00).
The scale factors were chosen by comparison with experimental
results, minimizing the average error and rounding to the
nearest 0.025. The optimal scale factors at the CBS-QB3 level

Figure 2. Linear correlation plots of calculated pKa's versus
experimental pKa's. Cation deprotonations are signified by a cross,
and neutral deprotonations are signified by a dot.

Scheme 5. Lowest Energy Gas Phase Tautomers of
Protonated Uracil/Thymine
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of theory were found to be α = 0.975 for the cations and α =
0.925 for the anions. The corresponding values for the B3LYP
calculations are α = 1.00 for the cations and α = 0.90 for the
anions. A previous study by Verdolino et al.49 found α = 0.91
for the cations and α = 0.83 for the anions for B3LYP cal-
culations on a smaller set of comparisons for unoxidized
nucleobases. Their study used an earlier version of the IEF-PCM
solvation model with UFF atomic radii and a solvent excluding
surface. The fact that the present scale factors are closer to unity
reflects improvements in the solvation model.

Calculated pKa Values. Table 3 summarizes the pKa's cal-
culated for the methyl substituted nucleobases at the CBS-QB3
and B3LYP levels of theory with the optimal solvent cavity
scaling factors. These values are compared with calculations by
Baik et al.59 and Verdolino et al.49 Some pKa's have been mea-
sured for the methyl substituted bases, but more experimental
data are available for the nucleosides (sugar substituted nucleo-
bases). Where available, the experimental value for the methyl sub-
stituted base is used for comparison with the calculations. The
difference between the experimental pKa's for the methyl- and

Figure 3. Calculated pKa's and oxidation potentials for 9-methylguanine. Experimentally measured values are shown in parentheses. CBS-QB3
calculated values are shown in bold face text, while B3LYP calculated values are shown in regular text. Black numbers to the left of each isomer
indicate the relative free energy in kcal/mol (regular font) and the population in percentage (italics). Red numbers shown in between isomers
indicate calculated pKa's for the specific isomers, while red numbers on the top and bottom of the figure indicate the ensemble averaged pKa for each
acid/base equilibrium. Blue numbers shown between the reduced (top) and oxidized species (bottom) indicate calculated one-electron oxidation
potentials E° and E7.
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sugar-substituted bases is usually less than 1 pKa unit.
Deprotonation of the sugar occurs at pH ∼ 12.5 and above;
therefore, pKa values greater than 12 are not included in the
comparisons. Figure 2 compares the experimental and cal-
culated pKa's. The MAE is 0.9 for CBS-QB3 and 0.7 for
B3LYP. The SMD method has an MAE of ca. 1 kcal/mol for
the solvation free energy of neutral molecules and an MAE of
ca. 4 kcal/mol for singly charged ionic molecules, translating
to an MAE of roughly 3 pKa units. The good MAE values
achieved in the computed pKa's can be attributed in part to the
solvent cavity scaling.
For the unoxidized bases, the present calculations agree quite

well with the results obtained by Verdolino et al. and with
calculations by Goddard and co-workers50,51 on guanine and
8-oxoguanine. For the oxidized bases, there is a larger spread in
values between the present CBS-QB3 and B3LYP calculations
and the PW91 calculations of Baik et al. Comparison with other
calculations in the literature are hampered by the fact that they
rely on linear regressions rather than direct calculations of the
pKa's. The pKa's for deprotonation of the cations are typically
less than 6, while the pKa's for deprotonation of the neutrals
are higher than 7 (9-methylxanthine is an exception). Conse-
quently, oxidation of a neutral base makes it much more acidic,

and oxidation at pH 7 will typically be accompanied by loss of a
proton.
The calculated pKa's listed in Table 3 are ensemble averages.

The tautomer specific pKa's and relative energies of the tauto-
mers are shown in Figures 3−9. In most cases, one tautomer
dominates in solution (the anion of 9-methyl-8-oxoguanine is
an exception). In almost all cases, the most stable tautomer of
the oxidized and unoxidized species is the same, even though
the relative energies of their higher lying tautomers differ. For
9-methylguanine, adenine, xanthine, and their oxidized forms,
protonation occurs at N7, but for 9-methyl-8-oxoguanine,
protonation occurs at N1. Deprotonation of N1 is preferred for
neutral and oxidized 9-methylxanthine and oxidized 9-methyl-
8-oxoguanine, but deprotonation of N3 and N7 are nearly equal
in energy for 9-methyl-8-oxoguanine. For most of the remain-
ing structures, protonation or deprotonation occurs at a ring
nitrogen in preference to an −NH2 group. Deprotonation of
an exocyclic −NH2 to form −NH− is strongly disfavored for
the neutral species, but deprotonation of −NH2

+ is more facile
in the corresponding oxidized species (e.g., pKa2r versus pKao of
9-methyladenine and 1-methylcytosine). The enol tautomers of
the oxidized species are 5−15 kcal/mol higher in energy than
the keto forms.

Figure 4. Calculated pKa's and oxidation potentials for 9-methyladenine. See Figure 3 caption for details.
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Redox Potentials in Acetonitrile. Redox potentials in ace-
tonitrile should be easier to compute than in aqueous solution
because they are not complicated by acid−base equilibria, and
the SMD solvation model should be well suited for aprotic
solvents. The E°(XH+•/XH) redox potentials for the nucleo-
bases listed in Table 4 were calculated without cavity scaling.
To check the accuracy of the present approach, standard reduc-
tion potentials were calculated for a few compounds with well-
established values (4-methyl aniline, anisole, and naphthalene).
The MAE in the calculated reduction potentials is 0.02 V for
CBS-QB3 and 0.25 V for B3LYP and is similar to the MAEs
for their gas phase ionization potentials. For a much larger set
of quinones and azacyclic compounds in aprotic solvents,
Leszczynski and co-workers find MAEs in the range of 0.09−
0.21 V, depending on the combination of density functional,
basis set, and solvation model.14 For a diverse set of 270 organic
molecules, Fu et al.70 found that B3LYP/6-311++G(2df,2p)
underestimated the ionization potential by 0.28 eV. Using PCM
solvation with Bondi radii scaled by 1.20, and correcting the
ionization potentials by 0.28 V, Fu et al. found a standard
deviation of 0.17 V for the reduction potentials in acetonitrile.
These data suggest that the inherent uncertainty in the calculated
redox potentials in acetonitrile may be 0.1−0.2 V even after sys-
tematic errors are taken into account.
Table 4 compares the computed redox potentials in ace-

tonitrile with the experimental values for the nucleosides in
acetonitrile solution measured versus SCE by Seidel et al.13 The
calculated values for the methyl substituted nucleobases are
on average 0.21 and 0.33 V too low for CBS-QB3 and B3LYP,
while the values for nucleosides are 0.28 V too low for B3LYP.
These deviations are somewhat larger than the MAEs for the

corresponding ionization potentials in Table 2. The effect of
the systematic errors in the ionization potentials and the solva-
tion energies can be reduced significantly by comparing the
relative values of redox potentials as shown in lower half of
Table 4. Using adenine as a reference, the calculated relative
redox potentials are in much better agreement with experi-
mental values (MAE = 0.10 V for CBS-QB3 and 0.07 V for
B3LYP) and with each other (MAE = 0.04 V). Both the CBS-
QB3 and B3LYP calculations yield a redox potential for
9-methylguanine that is 0.4−0.5 V lower than 9-methyladenine
in agreement with Seidel et al. The calculations find the redox
potentials of 1-methylcytidine, 1-methylthymine, and 9-methyl-
xanthine are similar to 9-methyladenine, while 1-methyluracil is
0.3−0.4 V higher and 9-methyl-8-oxoguanine is 0.8 V lower.
Replacing the methyl substituent with ribose increases the redox
potentials relative to adenine by approximately 0.10 V.

Redox Potentials in Water. The determination of redox
potentials of the nucleobases in aqueous solution is consid-
erably more difficult than in acetonitrile. Experimental mea-
surements are hampered by problems due to solubility and
irreversibility. Calculations are complicated by acid−base equi-
libria and hydrogen bonding in aqueous solution. To help sepa-
rate the effects of solvation from acid−base equilibria, we first
compare the E°(XH+•/XH) redox potentials in water (Table 5)
with the corresponding values in acetonitrile (Table 4). The
calculated redox potentials of the nucleobases relative to ade-
nine in water compare well with the results measured by Seidel
et al. in acetonitrile (MAE = 0.13 V).13 The relative values of
E°(XH+•/XH) calculated by CBS-QB3 and B3LYP in water are
in very good agreement with each other (MAE = 0.04 V) and

Figure 5. Calculated pKa's and oxidation potentials for 1-methylcytosine. See Figure 3 caption for details.
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Figure 7. Calculated pKa's and oxidation potentials for 1-methyluracil. See Figure 3 caption for details.

Figure 6. Calculated pKa's and oxidation potentials for 1-methylthymine. See Figure 3 caption for details.
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compare well with the corresponding calculated values in
acetonitrile (0.14 and 0.11 V, respectively).
The present calculations as well as other calculations from

the literature agree that E°(XH+•/XH) in water for guanine is
0.3−0.4 V lower than for adenine. Likewise, E°(XH+•/XH) for
8-oxoguanine is calculated to be ca. 0.62 V lower than adenine
or ca. 0.3 V lower than guanine. The calculated relative redox
potentials in water are 0.01−0.12 V higher than in acetonitrile.
Most of the contributions from the solvation energies should
cancel when relative redox potentials are compared. The

remaining difference can be traced to changes in the radius
used for oxygen in SMD; 2.168 Å is used in acetonitrile versus
1.52 Å in water, while the same radii are used for all other atoms.
Adenine has no oxygen atoms, whereas the other nucleobases in
the table have one or two oxygen atoms, thus affecting the
differences in solvation energies between acetonitrile and water.
For example, the calculated E°(XH+•/XH) potential for guanine
in water using the default oxygen radius of 1.52 Å is 1.20 V.
By using an oxygen radius of 2.168 Å in water, the calculated
E°(XH+•/XH) potential for guanine is 1.13 V, thus matching

Figure 8. Calculated pKa's and oxidation potentials for 9-methylxanthine. See Figure 3 caption for details.
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the calculated E°(XH+•/XH) potential for guanine in acetonitrile
despite the difference in other solvation parameters.
Table 6 lists E7(X

•,H+/XH) for the nucleobases in water.
From the pKa values in Table 3, it is apparent that guanine,
adenine, cytosine, thymine, and uracil exist primarily as neutral
species at pH 7. Similarly, the oxidized forms of these bases are
also neutral at pH 7. Hence, removal of an electron at pH 7 is
accompanied by the loss of a proton. Implicit solvation models
are generally more accurate for neutral molecules than for
ions.24 In principle, solvent effects should be smaller for
E7(X

•,H+/XH) than for E°(XH+•/XH).
Numerous measurements are available for guanosine in

aqueous solution. The most widely quoted value is E7 = 1.29 V
versus SHE obtained by Steenken and Jovanovic from kinetic
rate measurements.9 Langmaier et al. obtained E7 = 1.16 V for

guanosine and 1.18 V for 2′-deoxyguanosine from equilibria
with Ru(bpy)3

3+/2+.73 Faraggi et al. reported E7 = 1.17 V
for deoxyguanosine by cyclic voltammetry.10 Several measure-
ments are also available for guanosine monophosphate (GMP).
Oliveira-Brett et al. reported Ep for nucleotides by differential
pulsed voltammetry; however, the peak values for these
irreversible oxidations would have to be corrected for scan
rates etc. to estimate E7.

7 Fukuzumi et al. determined E7 = 1.31 V
for GMP from the kinetics of thermal and photoinduced
electron transfer.74 Faraggi et al. obtained E7 = 1.25 V for GMP
by cyclic voltammetry.10 Weatherly et al. measured an E7

potential of 1.28 V for 2′-deoxyguanosine-5′-triphosphate
(GTP).75 The values measured by Langmaier et al. and Xie
et al. for GMP were the same as for guanosine.73,76 These three
groups10,73,76 also obtained E7's for guanine that were 0.13,

Figure 9. Calculated pKa's and oxidation potentials for 9-methyl-8-oxoguanine. See Figure 3 caption for details.
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0.15, and 0.21 V lower than guanosine. In summary, the
reported measurements support E7 = 1.2−1.3 V for guanosine
and guanosine monophosphate, with guanine ca. 0.16 V lower.
Fewer measurements are available for adenine. A value of 1.42 V
was obtained by Steenken et al. for adenosine9 and by
Fukuzumi for the monophosphate,74 while Faraggi reported
1.32 V for adenine.10 More experimental data are needed for
the oxidation potentials of the pyrimidine nucleobases in water,
but thymine appears to be the most readily oxidized of these
bases.
The E7 redox potentials of the methyl substituted bases

calculated with CBS-QB3 and B3LYP are in good agreement
with each other (MAE = 0.04 V) but have significantly larger
differences with experimental values. Compared to the values
measured by Steenken et al.9 for the nucleosides, the MAEs
for the calculated redox potentials in water for the methyl
substituted bases (0.19 and 0.21 V for CBS-QB3 and B3LYP,
respectively) are like those obtained in acetonitrile. Comparable
agreement is found with the results of Fukuzumi et al. and
Faraggi et al. (MAE = 0.19 V). Li et al. calculated E7(X

•,H+/
XH) for unsubstituted bases at the B3LYP/6-311++G(2df,2p)
level with COSMO-RS solvation and obtained similar agree-
ment with the experimental values listed in Table 6 (MAE =
0.16 V).77

The relative redox potentials should be less sensitive to the
solvent and the substituents. Potentials relative to adenine are
shown in the bottom half of Table 6. The redox potential
of guanine is lower than adenine, but the calculated difference
is significantly larger than experimental results. Since the

calculated differences in the ionization potentials (Table 2) and
the differences in E°(XH+./XH) in acetonitrile (Table 4) are in
good agreement with experimental results, part of the dis-
crepancy must arise from solvent effects in water. As noted
above, the SMD model uses different radii for oxygen in
acetonitrile and water to try to treat specific solvent inter-
actions. Since guanine has a carbonyl oxygen and adenine does
not, this may account for some of the difference in relative
redox potentials. Replacing the N9 methyl substituent with
ribose decreases the difference by 0.1 V at the B3LYP level.
Langmaier found a decrease of 0.23 V at the RIMP2/cc-pVDZ
level and traced it to opposing changes in the ionization poten-
tial and the proton affinity on going from guanine to gua-
nosine.73 This brings the calculated difference in the guanosine
and adenosine redox potentials in better agreement with
experimental results. The calculated redox potential of xanthine
is in good agreement with the results of Faraggi et al.10 The
computed values for 8-oxoguanine are too low, but the cal-
culated difference between guanine and 8-oxoguanine (0.53−
0.56 V) is in good agreement with the measurements of Steenken
et al. (0.55 V).8

In agreement with measured values for the pyrimidine bases,
calculations with the SMD solvation model indicate that redox
potentials of cytosine and thymine are similar in acetonitrile,
but thymine is oxidized more easily than cytosine in water at
pH 7. The calculations also indicate that the redox potential of
uracil is ca. 0.3 V higher than thymine in acetonitrile and in
water. The experimental difference is 0.29 V in acetonitrile but
only 0.05 V in water. While the calculated redox potentials of
cytosine, thymine, and uracil relative to adenine are in good
agreement with experimental results in acetonitrile, they are

Table 4. Experimental and Calculated E°(XH+•/XH)
Reduction Potentials in Acetonitrile Solution in Volts (V)a

experimentb CBS-QB3c B3LYPd B3LYPe

deoxyribose
subst.

methyl
subst.

methyl
subst.

ribose
subst.

reduction potential versus SCE
guanine 1.25 1.14 0.96 1.04
adenine 1.72 1.58 1.44 1.41
cytosine 1.90 1.58 1.50 1.57
thymine 1.87 1.63 1.51 1.60
uracil >2.15 1.91 1.81 1.88
xanthine 1.56 1.41 1.48
8-oxoguanine 0.80 0.64 0.68
MAE to exptl. 0.21 0.33 0.28

reduction potential relative to adenine
guanine −0.47 −0.44 −0.48 −0.37
adenine 0.00 0.00 0.00 0.00
cytosine 0.18 0.01 0.05 0.16
thymine 0.15 0.05 0.07 0.19
uracil 0.43 0.34 0.38 0.47
xanthine −0.02 −0.04 0.07
8-oxoguanine −0.77 −0.80 −0.73
MAE to exptl. 0.10 0.07 0.05
aPotentials are reported against the absolute potential of SCE in
acetonitrile solution (4.429 V).20 bSeidel et al. study determined
potentials for DNA nucleosides by cyclic voltammetry in acetonitrile
solution.13 cPresent study calculated values were obtained for N-methyl
substituted bases using an unscaled solvent cavity and CBS-QB3 gas
phase free energies. dPresent study calculated values were obtained
for N-methyl substituted bases using an unscaled solvent cavity and
B3LYP gas phase free energies. ePresent study calculated values were
obtained for nucleosides using an unscaled solvent cavity and B3LYP
gas phase free energies.

Table 5. Aqueous Solution Calculated E°(XH+•/XH)
Potential Relative to Adenine in Volts (V)

present study

CBS-QB3 B3LYP

methyl subst. methyl subst. ribose subst. unsubst.

guanine −0.36 −0.39 −0.29 −0.37
adenine 0.00 0.00 0.00 0.00
cytosine 0.11 0.23 0.22 0.32
thymine 0.18 0.19 0.28 0.27
uracil 0.47 0.49 0.53 0.57
xanthine 0.02 0.04 0.16
8-oxoguanine −0.62 −0.63 −0.62

other computational studies

PW91a PMP2b M06-2Xc

unsubst. unsubst. unsubst.

guanine −0.34 −0.39 −0.37
adenine 0.00 0.00 0.00
cytosine 0.44 0.10 0.33
thymine 0.47 0.24 0.23
uracil 0.46
xanthine
8-oxoguanine −0.63

aBaik et al.59 calculated potentials of nucleobases using PW91 level of
theory with the COSMO solvation model. bCrespo-Hernandez et al.60

calculated potentials of nucleobases using the PMP2/6-31++G(d,p)
level of theory with the PCM solvation model. Molecules were
optimized in the gas phase only. cPaukku and Hill91 calculated
potentials of nucleobases using the M06−2X/6-31++G(d,p) level of
theory with the PCM solvation model.
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0.1−0.5 V too high in water. This suggests that it may be
necessary to go beyond the SMD model to treat specific solvent
interactions that occur in water. Alternatively, inconsistencies
among the few measured values that are available for these
bases suggest that new experimental studies may be needed to
clarify the situation.

■ SUMMARY

Using an appropriate thermodynamic cycle, pKa's and redox
potentials can be calculated from gas phase basicities, adiabatic
ionization potentials, and solvation energies. Equilibria between
various tautomers must be taken into account when deter-
mining the pKa's. In turn, the pKa's for the neutral and oxidized
nucleobases are needed in the calculation of redox potentials at
a given pH. With suitable choices of model chemistries, gas
phase basicities and ionization potentials can be calculated to
near chemical accuracy (MAE of 1 kcal/mol or 0.05 eV).
However, implicit solvation models have greater uncertainties,
especially for ions and protic solvents. The scaling of solvent
cavities improves the calculation of solvation energies. After
scaling, the calculated MAEs for the pKa's of the nucleobases
are 0.7 for B3LYP and 0.9 for CBS-QB3. Nevertheless, there is
still some uncertainty in the calculated and experimental pKa's
for a number of the oxidized nucleobases. The calculated redox
potentials in acetonitrile are lower than experimental results by
0.18 V for CBS-QB3 and 0.30 for B3LYP, indicating that there
is still a systematic error (in part, because of the implicit
solvation model). Much of this systematic error cancels if
relative redox potentials are compared to experimental results
(MAE = 0.10 V for CBS-QB3 and 0.07 V for B3LYP for redox
potentials in acetonitrile relative to adenine). For redox
potentials in water, solubility problems, irreversible chemical
reactions involving labile radical species, and somewhat con-
flicting measurements complicate the interpretation of the

experimental data. Because of problems with irreversibility in
electrochemical measurements of the nucleobases in water,
redox potentials obtained from equilibria or kinetics measure-
ments appear to be more reliable. For guanosine and guanosine
monophosphate, E7 = 1.2−1.3 V, while guanine is ca. 0.16 V
lower. Adenosine and its monophosphate have E7 = 1.42 V. Of
the remaining standard bases, thymine seems to be the most
readily oxidized in water, but there is no consensus on the
measured oxidation potentials of the pyrimidine bases. The
B3LYP and CBS-QB3 calculations have MAEs of 0.21 and 0.19 V
for E7(X

•,H+/XH). The larger MAEs reflect the difficulty in
treating solvation effects in water with implicit models and also
the greater uncertainty in the experimental values. The cal-
culated difference between the guanine and 8-oxoguanine
oxidation potentials is in good agreement with experimental
values, but the calculated difference between guanine and ade-
nine is too large. Replacing the methyl substituent with ribose
changes the calculated E7 potentials by 0.1−0.2 V. The fact that
the MAEs for redox potentials in water are significantly larger
than the MAEs in acetonitrile suggests that a better solva-
tion model may be needed for water, perhaps including explicit
solvent molecules. On the other hand, new measurements of
the redox potentials for nucleobases, methylated nucleobases,
and nucleosides in water using identical experimental con-
ditions would help resolve some of the experimental data
differences.

■ ASSOCIATED CONTENT

*S Supporting Information
A text file containing Cartesian coordinates for all optimized
species, a spreadsheet containing all relevant energetic data
needed for reproducing reported values in the table and text,
and a table containing ionization and oxidation potentials for

Table 6. Experimental and Calculated E7 Reduction Potentials in Aqueous Solution in Volts (V)a

exptl. present study Li et al.

Steenken et al.b Fukuzumi et al.c Faraggi et al.d CBS-QB3f B3LYPf B3LYPg B3LYPh

ribose subst. deoxyribose nucleotide unsubst. methyl subst. methyl subst. ribose subst. unsubst.

reduction potential versus SHE
guanine 1.29 1.31 1.04e 0.95 0.96 1.03 1.06
adenine 1.42 1.42 1.32 1.35 1.38 1.35 1.34
cytosine ∼1.6 1.50 1.44e 1.66 1.67 1.77 1.72
thymine ∼1.7 1.45 1.29 1.52 1.45 1.61 1.38
uracil 1.34e 1.87 1.72 1.78 1.58
xanthine 0.93 1.00 0.98
8-oxoguanine 0.74 0.42 0.40 0.50 0.83

reduction potential relative to adenine
guanine −0.13 −0.11 −0.28 −0.40 −0.42 −0.32 −0.28
adenine 0.00 0.00 0.00 0.00 0.00 0.00 0.00
cytosine ∼0.18 0.19 0.12 0.31 0.29 0.42 0.38
thymine ∼0.28 0.14 −0.03 0.17 0.07 0.26 0.04
uracil 0.02 0.51 0.34 0.43 0.24
xanthine −0.39 −0.35 −0.40
8-oxoguanine −0.68 −0.93 −0.98 −0.85 −0.51

aPotentials are reported against the absolute potential of SHE in aqueous solution (4.281 V). bSteenken et al. measured nucleoside potentials using
kinetic rate measurement in aqueous solution.8,9 cFukuzumi et al. measured DNA nucleotide potentials by cyclic voltammetry in aqueous solution.74
dFaraggi et al. measured nucleobase potentials by cyclic voltammetry in aqueous solution.10 eValues are estimated based on an extrapolation of 0.06
V per pH from measured potentials at higher pH.10 fCalculated for N-methylated nucleobases from the corresponding computed values for E° and
pKa using eq 16. gCalculated for nucleosides from the corresponding computed E° corrected by the hydrogen ion concentration, log[H+]. hLi et al.
calculated values for nonmethylated nucleobases at the B3LYP/6-311++G(2df,2p)/B3LYP//6-31+G(d) level of theory.77 Potentials are reported
against an absolute SHE potential of 4.43 V.
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reference compound species. This information is available free
of charge via the Internet at http://pubs.acs.org
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