
Published: April 15, 2011

r 2011 American Chemical Society 4678 dx.doi.org/10.1021/jp107384p | J. Phys. Chem. A 2011, 115, 4678–4690

ARTICLE

pubs.acs.org/JPCA

TD-CI Simulation of the Electronic Optical Response of
Molecules in Intense Fields: Comparison of RPA, CIS, CIS(D),
and EOM-CCSD
Jason A. Sonk,† Marco Caricato,‡ and H. Bernhard Schlegel*,†

†Department of Chemistry, Wayne State University, Detroit, Michigan 48202, United States
‡Gaussian, Inc., 340 Quinnipiac Street, Building 40, Wallingford, Connecticut 06492, United States

’ INTRODUCTION

When molecules are subjected to short, intense femtosecond
and picosecond laser pulses, a variety of strong-field effects are
observed.1�12 These effects include field tunneling and barrier-
suppression ionization, above-threshold ionization, field-induced
resonant enhancement of electronic absorption, nonadiabatic
multielectron excitation, and generation of higher-order harmo-
nic emissions. Recent advances using higher harmonics gener-
ated by short intense pulses include imaging molecular orbitals,
following chemical processes on a femtosecond time scale, and
probing the detailed dynamics of ionization.8,13�24 The strong-
field response of a molecule cannot be treated by perturbative
methods when the electric field of the laser is comparable with
that sampled by valence electrons. Under these circumstances,
the behavior of the electronic density interacting with intense
electric fields has to be simulated by numerical methods. For
few-electron systems, accurate simulation methods are
available;25�46 however, these cannot be applied to larger
polyatomic systems of interest in strong-field chemistry. In
the present article, we examine a few of the approximate
methods that can be used to simulate some aspects of these
processes in molecules.

Atomic systems have been studied extensively, and accurate
results are available for very simple molecules such as H2

þ and
H2.

25�46 For larger, many-electron systems, some approxima-
tions are needed. Chu and co-workers47�53 studied many-
electron atoms and diatomics using time-dependent generalized
pseudospectral methods, self-interaction-corrected density func-
tional theory, and Floquet matrix techniques. Greenman et al.54

used TD-CIS with grid based orbitals for many electron atoms.
Suzuki and Mukamel55,56 simulated π-electron dynamics in
octatetraene with a semiempirical Hamiltonian and modeled
ionization saturation intensities in a multielectron system in a
finite one-dimensional box. Cederbaum and collaborators57�62

and Levine and co-workers63�69 used a multielectron wavepack-
et dynamics approach to investigate hole migration following
ionization. Klamroth and co-workers70�74 used optimal control
theory and time-dependent configuration interaction with
single excitations (TD-CIS) to shape short, intense pulses for
state-selective excitation of N-methylquinoline and employed
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ABSTRACT: A number of different levels of theory have been
tested in TD-CI simulations of the response of butadiene
interacting with very short, intense laser pulses. Excitation
energies and transition dipoles were calculated with linear-
response time-dependent Hartree�Fock (also known as the
random phase approximation, RPA), configuration interaction
in the space of single excitations (CIS), perturbative corrections
to CIS involving double excitations [CIS(D)], and the equation-
of-motion coupled-cluster (EOM-CC) method using the
6-31G(d,p) basis set augmented with n = 0�3 sets of diffuse sp
functions on all carbons and only on the end carbons [6-31 nþ
G(d,p) and 6-31(nþ)G(d,p), respectively]. Diffuse functions are
particularly important for transitions between the pseudocontinuum states above the ionization threshold. Simulations were carried
out with a three-cycle Gaussian pulse (ω = 0.06 au, 760 nm) with intensities up to 1.26 � 1014 W cm�2 directed along the vector
connecting the end carbons. Depending on the basis set, up to 500 excited states were needed for the simulations. Under the
conditions selected, the response was too weak with the 6-31G(d,p) basis set, and the difference between levels of theory was more
pronounced. When two or three set of diffuse functions were included on all of the carbons, the RPA, CIS, and EOM-CC results
were comparable, but the CIS(D) response was too large compared to the more accurate EOM-CC calculations. Even though the
frequency of the pulse is not resonant with any of the ground-to-excited transitions, excitations to valence and pseudocontinuum
states occur readily above a threshold in the intensity.
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TD-CIS(D) to simulate dipole switching in lithium cyanide.
They also used heuristic methods to include the effects of
ionization, dissipation, and dephasing.75�77 Li and co-workers
combined real-time integration of time-dependent density func-
tional theory with Ehrenfest dynamics to investigate laser-
controlled dissociation processes.78�80 In previous works, we
used TD-HF (time-dependent Hartree�Fock) and TD-CIS
methods to simulate the response of CO2, polyenes, and poly-
acenes and their cations to short, intense laser pulses.81�86 The
approximate simulations that have been carried out to date on
polyatomic systems are promising, but there is a need to compare
the performance of the various methods.

Practical calculations on polyatomic systems require some
compromises between efficiency and accuracy. Real-time re-
sponse TD-HF and TD-CIS are the least expensive methods
available for larger systems, but they do not includemultielectron
excitations. CIS(D) treats the effects of higher excitations
perturbatively, whereas CISD includes double excitations expli-
citly. The equation-of-motion coupled-cluster (EOM-CC)
method accounts for electron correlation effects as well as higher
excitations. The EOM-CC approach is considered to be the
method of choice for systems that are too large for extensive
multireference configuration interaction calculations. Practical
calculations are also limited in the numbers of basis functions and
excited states that can be considered in the simulations. In the
present work, we test TD-CI methods for simulating the evolu-
tion of the electron density of butadiene during a short, intense
laser pulse and just prior to ionization. Ionization was not studied
in this work but could be simulated by applying appropriate
absorbing boundary conditions to the pseudocontinuum
states.77 In this work, we focus on comparing the performance
of TD-CI simulations with different numbers of excited states
calculated using linear-response TD-HF or RPA, CIS, CIS(D),
and EOM-CCSD with various basis sets. The present work will
serve as a benchmark for our study comparing the performance
of various density functional methods in TD-CI simulations of
molecules in strong fields.

’METHODS

The time-dependent Schr€odinger equation (TDSE) in atomic
units is

i
dψðtÞ
dt

¼ Ĥ ðtÞ ψðtÞ ð1Þ

The wave function can be expanded in terms of the ground state
|j0æ and excited states |jiæ of the time-independent, field-free
Hamiltonian

ψðtÞ ¼ ∑
i¼ 0

CiðtÞjjiæ ð2Þ

An excited state, ji (i > 0), can be written in terms of an
excitation operator, R̂i, acting on the reference determinant j0

jjiæ ¼ R̂ijj0æ, R̂i ¼ ∑r0 þ rai â
†̂iþ rabij â

†̂ib̂
†
ĵ 3 3 3 ð3Þ

The excitation operator involves amplitudes, r, and creation and
annihilation operators to generate single, double, and higher
excitations by promoting electrons from occupied orbitals
ijk to unoccupied orbitals abc. For configuration interaction
calculations (CIS, CISD, etc.), the amplitudes and excitation

energies are obtained by diagonalizing the corresponding field-
free Hamiltonian matrix of the time-independent Schr€odinger
equation

Ĥ0jjiæ ¼ ωijjiæ, Æjijjjæ ¼ δij ð4Þ

The excitation energies can also be obtained by linear-response
time-dependent Hartree�Fock theory, also known as the ran-
dom phase approximation (RPA).

In the coupled-cluster approach with single and double
excitations (CCSD), the ground state is given by the exponential
coupled-cluster operator acting on the reference determinant

jj0æ
CCSD ¼ expðT̂Þjj0æ, T̂ ¼ ∑tai â

†̂iþ tabij â
†̂ib̂

†
ĵ ð5Þ

Excited states in the equation-of-motion coupled-cluster method
are written in terms of the excitation operator acting on the
coupled-cluster ground state

jjiæ
EOMCC ¼ R̂i expðT̂Þjj0æ ð6Þ

Because the R̂ and T̂ operators commute, the amplitudes for the
excitation operator can be obtained by solving for the eigenvalues

Figure 1. Highest occupied and lowest unoccupiedπmolecular orbitals
of 1,3-butadiene calculated by HF/6-31G(d,p).
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of the similarity transformed field-free Hamiltonian, H
_
0

Ĥ0R̂i expðT̂Þjj0æ ¼ ωiR̂i expðT̂Þjj0æ

H
_
0R̂ijj0æ ¼ ωiR̂ijj0æ

H
_
0 ¼ expð � T̂ÞĤ0 expðT̂Þ ð7Þ

Because H
_
0 is not Hermitian, there is also a set of left-hand

eigenstates that satisfies the property of biorthogonality

Æj0jL̂iH
_
0 ¼ Æj0jL̂iωi, Æj0jL̂iH

_
0R̂jjj0æ ¼ ωiδij ð8Þ

Inserting eq 2 into eq 1 and multiplying from the left by Æji|
reduces the time-dependent Schr€odinger equation to a set of
coupled differential equations for the time-dependent coeffi-
cients

i
dCiðtÞ
dt

¼ ∑
j
HijðtÞ CjðtÞ ð9Þ

This expression can be integrated numerically using a unitary
transform approach

Cðt þΔtÞ ¼ exp½ � iHðt þΔt=2ÞΔt�CðtÞ ð10Þ
In the dipole approximation, the matrix elements of the field-

dependent Hamiltonian in eqs 9 and 10 can be expressed in
terms of the field-free energies, ωi; transition dipole moments,

Dij; and the electric field, e(t), as

HijðtÞ ¼ ÆjijĤðtÞjjjæ ¼ ÆjijĤ0jjjæþ Æji ĵrjjjæ 3 eðtÞ

¼ ωiδij þDij 3 eðtÞ ð11Þ
For CIS(D), the same transition dipoles are used as for CIS

Dij ¼ Æji ĵrjjjæ ð12Þ
For the EOM-CC, the transition dipole matrix

Dij ¼ Æj0jL̂ i expð � T̂Þ̂r expðT̂ÞR̂jjj0æ ð13Þ
is not necessarily Hermitian. Adding a non-Hermitian compo-
nent to the Hamiltonian can lead to complex eigenvalues, with
the result that propagation of the wave function might no longer
be norm-conserving. We approximate the EOM-CC transition
dipole matrix by retaining only the Hermitian component (Dijþ
Dji*)/2 and dropping the small, nonphysical, non-Hermitian
component.

For the full solution of the TDSE, the sum in eq 9 extends over
all bound states and the continuum. For practical applications,
the sum needs to be restricted to a suitable subset of states. For
example, CIS includes the ground state and only the singly
excited states. CIS energies typically have errors of 1.0 eV87 for
valence excited states. Adding perturbative doubles corrections
for electron correlation to the CIS excitation energies yields the

Figure 2. Vertical excitation energies of butadiene for the first 30 1Bu and
1Ag states calculated with the 6-31 3þ G(d,p) basis set [RPA (blue
triangles), CIS (red squares), CIS(D) (green diamonds), EOM-CC (black
circles)]. IP is the experimentally determined ionization potential.91.

Figure 3. Vertical excitation energies for the first 500 states of butadiene
(all symmetries) calculated with (a) the 6-31 3þG(d,p) basis and RPA,
CIS, CIS(D), and EOM-CC (blue, red, green, and black, respectively);
(b) CIS and the 6-31 nþ G(d,p) and 6-31(nþ)G(d,p) basis sets [n = 1,
blue; n = 2, red; n = 3, green; solid lines, (nþ); dotted lines, nþ]. Inset:
Number of states under the experimental ionization potential.91
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CIS(D) approach. This reduces the error to ca. 0.5 eV.87

The equation-of-motion coupled-cluster singles and doubles
(EOM-CCSD) method treats electron correlation in the ground
and excited states using the coupled-clusters approach. The
EOM-CCSD approach gives excitation energies that are within
0.3 eV87,88 of the experimental results for valence excited states.
Large multireference configuration interaction calculations
would produce even more accurate excitation energies, but these
are too costly for the size of molecules that we hope to study and
for the number of states needed in the simulations. Within a
given method [RPA, CIS, CIS(D), or EOM-CCSD], practical
considerations limit the total number of states that can be used.
Increasing the number of states included until no further change
is seen in the simulation is onemeans of determining whether the
number of states is adequate. Finite basis sets are usually used in
molecular calculations. Because continuum functions are not
included in the present calculations, the simulations cannot
model ionization directly.

The present study uses a linearly polarized and spatially
homogeneous external field

eðr, tÞ � EðtÞ sinðωt þ jÞ ð14Þ
This is a good approximation for the laser field, because typical
wavelengths are much larger than molecular dimensions. The
simulations use a Gaussian envelope

gðtÞ ¼ exp½ � Rðt=nτÞ2� ð15Þ

EðtÞ ¼
Emax½gðt � nτ=2Þ �Δ�=ð1�ΔÞ for 0 e t e nτ

0 for t < 0 and t > nτ

8<
:

ð16Þ
where τ = 2π/ω is the period and n is the number of cycles. The
offsetΔ is chosen so thatE(0) = 0 and E(nτ) = 0. Forω = 0.06 au
(760 nm) and R = 16 ln 2, Δ = 1/16, n≈ 3, and the full width at
half-maximum (fwhm) is ∼4 fs (see Figure 5c below).

The RPA, CIS, CIS(D), and EOM-CCSD calculations were
carried out with the development version of the Gaussian soft-
ware package.89As in our previous studies,82,83 trans-butadiene
was optimized at the HF/6-31G(d,p) level of theory. Excited-
state calculations were carried out with 6-31G(d,p), 6-31 nþ
G(d,p), 6-31(nþ)G(d,p), and 6-311þþG(2df,2pd) basis sets.
The 6-31 nþ G(d,p) basis has one set of five Cartesian d
functions on the carbons, one set of p functions on hydrogen,
and n sets of diffuse s and p functions on all carbons (n = 1, 2, and
3, with exponents of 0.04380, 0.01095, and 0.0027375, re-
spectively). The modified 6-31(nþ)G(d,p) basis set is derived
from the 6-31 nþ G(d,p) basis set but has diffuse s and p
functions only on the end carbons. A three-cycle Gaussian pulse
with ω = 0.06 au (760 nm) was used in the simulations. For

Figure 4. Transition dipoles for butadiene calculated with (a) CIS/6-31G(d,p), (b) CIS/6-31 1þG(d,p), (c) CIS/6-31 2þG(d,p), (d) CIS/6-31 3þ
G(d,p), (e) CIS/6-31(1þ)G(d,p), (f) CIS/6-31þþG(2df,2pd), (g) RPA/6-31 3þ G(d,p), and (h) EOM-CC/6-31 3þ G(d,p).

Table 1. Calculated Vertical Ionization Potentials for
Butadienea

theory

basis set UHF ROHF UCCSD

6-31G(d,p) 7.561 7.929 8.790

6-31þG(d,p) 7.696 8.060 8.935

6-31þþG(d,p) 7.694 8.058 8.934

6-31 2þ G(d,p) 7.697 8.061 8.943

6-31 3þ G(d,p) 7.697 8.061 8.943

6-311þþG(2df,2pd) 7.700 8.091 9.151
a In eV; experimental value = 9.072 ( 0.007 eV.91



4682 dx.doi.org/10.1021/jp107384p |J. Phys. Chem. A 2011, 115, 4678–4690

The Journal of Physical Chemistry A ARTICLE

maximum effect, the field was directed along the long axis of the
molecule, specifically along the vector connecting the end
carbons. Up to 500 states were included in the simulations.
Mathematica90 was used to integrate the TD-CI equations and
analyze the results. The TD-CI integrations were carried out with
a step size of 0.5 au (0.012 fs). To facilitate plotting in
Figures 8�10 below, the excited-state populations were repre-
sented by Gaussians with an energy width of 0.01 au fwhm.

’RESULTS AND DISCUSSION

Orbitals and States. The ground-state Hartree�Fock (HF)
wave function of trans-butadiene with C2h symmetry consists of

13 σ orbitals (7 ag and 6 bu symmetry) and 2 π-bonding orbitals.
With the 6-31G(d,p) basis set, the HOMO � 1 and HOMO
(highest occupiedmolecular orbital) are π orbitals (π1 andπ2, au
and bg symmetry, respectively), whereas the LUMO (lowest
unoccupied molecular orbital) and LUMO þ 1 are π* orbitals
(π3 and π4, au and bg symmetry, respectively), as shown in
Figure 1. The states involving these four π states have large
transition dipole moments that play an important role in the
response of butadiene to intense laser pulses. The ground-state
wave function is 1Ag. The RPA, CIS, CIS(D), and EOM-CC
levels of theory concur that the lowest singlet excited state is 1Bu
and corresponds to theHOMOf LUMO(π2fπ3, 1bgf 2au)
excitation. Three additional low-lying singlet states can be

Figure 5. Response of model two- and three-level systems (ω0 = 0, ω1 = 0.25, ω2 = 0.35; D01 = 2.0, D12 = 2.0, D02 = 0.0 au) to a three-cycle Gaussian
pulse, as a function of the pulse frequency,ω, and the maximum of the pulse envelope, Emax: (a,b) ground- and excited-state populations of the two-level
system, (c) pulse shape, and (d�f) ground- and excited-state populations of the three-level system.
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Figure 6. Response of the butadiene π states (1 1Ag ground state and the 1
1Bu, 2

1Ag, and 2
1Bu excited states) to a three-cycle Gaussian pulse: (a�d)

CIS/6-31G(d,p) excited-state energies and transition dipoles: ω0 = 0.0, ω1 = 0.256, ω2 = 0.344, ω3 = 0.369, ω4 = 0.460; D02 = D03 = D14 = D23 = 0.0,
D01 =�2.575, D04 = 0.485, D12 = 0.430, D13 = 2.620, D24 = 0.547, D34 = 3.406 au. (e�h) EOM-CC/6-31G(d,p) excited-state energies and transition
dipoles:ω0 = 0.0,ω1 = 0.267,ω2 = 0.293,ω3 = 0.358,ω4 = 0.440;D02 =D03 = D14 =D23 = 0.0, D01 =�2.091, D04 = 0.555, D12 =�1.581, D13 =�0.330,
D24 = �1.968, D34 = �0.114 au.
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constructed from the π orbitals: the in-phase and out-of-phase
linear combinations of the π2 f π4 and π1 f π3 excitations
(π2 f π4 ( π1 f π3) (1Ag symmetry) and π1 f π4 (1Bu
symmetry). The doubly excited configuration that excites two
electrons from the HOMO to the LUMO, 2 � π2 f π3, is also
1Ag symmetry and mixes strongly with the π2 f π4 þ π1 f π3

configuration. Because EOM-CC calculations include doubly
excited configurations, this excited state is calculated to be
considerably lower in energy by EOM-CC than by RPA and CIS.
As the basis set size is increased from 6-31G(d,p) to 6-31 3þ

G(d,p), numerous low-lying unoccupied diffuse, Rydberg-like
orbitals start to appear between the smaller basis set HOMO and
LUMO orbitals, complicating the qualitative description of the
electronic states. The energies of the first 30 excited states of 1Ag

and 1Bu symmetry calculated by RPA, CIS, CIS(D), and EOM-
CC with the 6-31 3þ G(d,p) basis set are compared in Figure 2.
(Because of the symmetry of the transition dipoles, states with Au

and Bg symmetry are not coupled to the Ag and Bu states by the
in-plane electric field used in the simulations discussed below.)
Except for the lowest 1Bu state, the πf π* states are embedded
in a sea of Rydberg-like and pseudocontinuum states arising from
diffuse, low-energy unoccupied orbitals. Beyond the first few
states, the EOM-CC excitation energies are significantly lower
than the CIS and RPA excitation energies because of the
admixture of higher excitations. CIS(D) captures most of this
energy lowering compared to EOM-CC, but perturbation theory
can overestimate or underestimate the correction arising from

double excitations. Because this becomes more problematic for
higher-energy states (see Figure 3a), the perturbative corrections
for states above 11 eV are limited so that 0.8Ei

CIS e Ei
CIS(D) e

Ei
CIS (this affects ca. 10�20 states out of 500 for each of the

various basis sets). As shown in the inset in Figure 3b, adding more
diffuse functions increases the number of states below the ionization
threshold. In the pseudocontinuum above the ionization potential
(IP), the excited-state energies increase approximately linearly with
the number of states (see Figure 3b). The density of states, given by
the inverse of the slope of the lines, increases roughly in proportion
to the number of diffuse functions added, but also depends on the
location and exponents of the diffuse functions.
The vertical ionization potentials (IPs) of butadiene, calculated

with the unrestricted and restricted open-shell Hartree�Fock
(UHF and ROHF, respectively) and coupled-cluster methods
using various basis sets, are listed in Table 1. The ROHF and
UHF IPs are ca. 1 and 1.4 eV lower than the experimental value,
9.072( 0.007 eV.91 The CCSD calculations are within 0.15 eV of
the experimental value provided that diffuse functions are included in
the basis set. Figure 2 indicates that only a few of the calculated
excited states of 1Ag and

1Bu symmetry are below the IP.
Transition Dipoles. The transition dipoles are summarized

graphically in Figure 4 for states up to 15 eV. For each transition,
the horizontal coordinates indicate the energies of the two states,
and the height of the line is given by the magnitude of the
transition dipole. The ground-to-excited-state transitions are
along the two edges of the plot, whereas the excited-to-excited-
state transitions are in the interior. The first ionization threshold
is ca. 9 eV, and the dense forest of lines above this energy is the
result of transitions between pseudocontinuum states. The lines
are peaked near the diagonal, as would be expected from
continuum states. The effect of basis set size can be seen in
Figure 4a�f. The forest of lines is far too sparse with the
6-31G(d,p) basis set but is much denser for the larger basis sets.
The densities of the lines look similar with the 6-31(1þ)G(d,p),
6-31 1þG(d,p), and 6-311þþG(2df,2pd) basis sets (Figure 4b,
e,f). The 6-31 nþ G(d,p) results (Figure 4b�d) become
progressively denser and more strongly peaked along the diag-
onal, indicating a better representation of the pseudocontinuum
states. Because multiple diffuse functions (Figure 4c,d) appear to
be more important than higher polarization functions (Figure 4f)
for representing the states in the pseudocontinuum, the RPA,
CIS, CIS(D), and EOM-CC calculations are compared using the
6-31 3þ G(d,p) basis set rather than the 6-311þþG(2df,2pd)
basis set. Parts d, g, and h of Figure 4 show that the CIS, RPA, and
EOM-CC transition dipoles with the 6-31 3þ G(d,p) basis set
are very similar on the scale of these plots. Because the CIS(D)
perturbative corrections are applied to the energies but not the
transition dipoles, the CIS(D) figure (not shown) closely
resembles the CIS results. Because the EOM-CC calculations
include double excitations, some of the transition dipoles be-
tween valence states are smaller (particularly the lowest 1Bu-
to-1Ag π f π* transitions). However, the transition dipoles
between the pseudocontinuum states are similar in appearance to
the RPA and CIS results.
Simulations with Model Systems. Because the transitions

from the ground state to the 1Bu states are the most intense
absorptions and these transitions involve the π orbitals, early
work on polyenes in strong fields modeled the response by
considering only the π orbitals.55,56 To help understand the
response of butadiene, we first examined the behavior of some
simple models of the π states. Figure 5 shows the results of

Figure 7. Comparison of the response of butadiene calculated with TD-
CIS/6-31G(d,p) in a three-cycle Gaussian pulse (ω = 0.06 au, Emax =
0.05 au) in terms of (a) the zero-field states and (b) the instantaneous
adiabatic states.
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TD-CI simulations with model two- and three-level systems, as well
as the shape of a three-cycle Gaussian pulse used in the simula-
tions. The energies and transition dipoles for the model systems

were chosen to be comparable to the lowest π f π* excitation
energies and transition dipoles of butadiene calculated with CIS/
6-31G(d,p) (ω0 = 0, ω1 = 0.25, ω2 = 0.35; D01 = 2.0, D12 = 2.0,

Figure 9. Response of butadiene subjected to a three-cycle Gaussian pulse (ω = 0.06 au, Emax = 0�0.06 au) calculated by TD-CIS with 500 excited states
using the following basis sets: (a) 6-31G(d,p), (b) 6-31(2þ)G(d,p), (c) 6-31(3þ)G(d,p), (d) 6-31 1þG(d,p), (e) 6-31 2þG(d,p), and (f) 6-31 3þG(d,p).

Figure 8. Excited-state populations of butadiene as a function of number of states included in the TD-CIS simulation, at the maximum of the pulse (top
row) and after the pulse (bottom row) (ω = 0.06 au, Emax = 0.05 au) with the 6-31 nþ G(d,p) basis sets.
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D02 = 0.0 au). The maximum of the Gaussian pulse envelope was
varied from 0 to 0.1 au (vertical axis), and the frequency of the
pulse ranged from 0.01 to 0.35 au (horizontal axis). The
populations for the ground and excited states of the two-level
system are shown in Figure 5a,b. The prominent peak indicates
that population inversion is achieved for Emax ≈ 0.044 au when
the frequency is slightly higher than the one-photon resonance,
ω = 0.25 au. This corresponds to a π pulse, and the displacement
to higher energy is due to Stark shifting. The other peaks are the
result of higher-order processes. The populations for the three-
level system are shown in Figure 5d�f. The behavior of the first
excited state as a function of Emax and ω is similar to that of the
two-level model (Figure 5e vs 5b). The peak in the population of
the second excited state (Figure 5f) corresponds to a two-photon
process (this was verified by changing the energy of the second
excited state).
Simulations with Butadiene. Figure 6 illustrates the results

of simulations for a simple model of butadiene using only the
ground state and the four lowest π states computed by TD-CIS
and TD-EOMCC with the 6-31G(d,p) basis set. The responses
of the 1Ag ground state and the lowest

1Ag excited state and the
lowest two 1Bu excited states are shown; the population of the
second 1Ag excited state remains less than 0.1 for the range of
Emax and ω values examined because the transition dipoles with
the other π states are small. The ground state is coupled to the
lowest 1Bu state with a large transition dipole. Likewise, large
transition dipoles couple this 1Bu state to the 1Ag state and the
1Ag state to the higher 1Bu state. This can be compared to the
two- and three-level systems shown in Figure 5. As expected, the
response of the first excited state in butadiene is very similar to
that of the first excited state in the two- and three-level systems,
dominated by the peak for the one-photon process. The peak in
the population of the lowest 1Ag excited state corresponds to a
two-photon process, and the peak shown for the second 1Bu
state corresponds to a three-photon process (as confirmed by
dependence of the peak position on the energy of the states; the
one-photon transition from the 1Ag ground state to the 1Ag

excited state is dipole-forbidden). Because of the significant
contribution of two-electron excitations to the 1Ag π excited

state in the EOM-CC calculations, the transition dipoles cou-
pling this state to the 1Bu states are about 40% smaller than in
the CIS calculations. As a result, the responses of both the 1Ag

state and the second 1Bu excited state are much weaker in the
TD-EOMCC simulation. The regions of decrease in the popula-
tion of the ground state correspond to the peaks in the
population of the excited states because the populations must
sum to unity. Inspection of Figure 6 shows that the conditions
used for subsequent simulations (ω = 0.06, Emax up to 0.06 au)
are well away from any single- or multiphoton resonances.
The populations of the four lowest π states during a three-

cycle Gaussian pulse are shown in Figure 7. In terms of both the
zero-field states and the instantaneous adiabatic states (defined as
the fully relaxed states in the instantaneous electric field), the
populations change rapidly as the molecule is polarized by the
electric field of the pulse, with the largest response coming from
the lowest 1Bu state and the next largest from the lowest 1Ag

excited state (which is strongly coupled to the lowest 1Bu state).
The changes in the populations of the instantaneous adiabatic
states are less than half the size of those seen for zero-field states,
but they are still much larger than the final populations after the
pulse. Because these fluctuations are so large, it is not readily
possible to track the details of the excitation from state to state
during the pulse by using the instantaneous adiabatic states.
However, the results of the interaction can still be assessed by
examining the populations after the pulse.
The calculated response of butadiene to a short, intense

pulse depends on the number of excited states included in the
simulation as well as the theory and basis set used for the excited-
state calculations. An estimate of the number of excited states
needed can be obtained by comparing the static polarizability
computed with the sum-over-states formalism to the one calcu-
lated by linear-response theory. Using the RPA data with the 6-31
nþG(d,p) basis sets, approximately 120, 210, 340, and 460 states
are required for n = 0�3, respectively, to converge the long-
itudinal polarizability to within 3% of the linear-response value.
The dependence of the simulations on the number of states is
shown in Figure 8 for a three-cycle Gaussian pulse withω = 0.06
au andEmax = 0.05 au and calculatedwithTD-CIS/6-31 nþG(d,p),

Figure 10. Response of butadiene subjected to a three-cycle Gaussian pulse (ω = 0.06 au, Emax = 0�0.06 au) calculated with the 6-31 3þ G(d,p) basis
set and RPA, CIS, CIS(D), and EOM-CC using 300 states (top row) and 500 states (bottom row).
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n = 1�3. The top row of Figure 8 shows that, at the maximum of
the pulse, the populations do not depend strongly on the number
of states. The largest response is for the 1 1Bu excited state, and
the contribution is similar in magnitude for these basis sets. For
the 2þ and 3þ basis sets, the 2 1Bu and 3 1Bu states are low in
energy and show a significant response as well. The larger basis
sets also have many more low-lying Rydberg-like and pseudo-
continuum states. Even though their response is small, the sum of
their contributions is significant and more states are needed in
the sum over states calculation of the polarizability and in the
TD-CI simulations in order to properly represent the interaction
with the field. The populations after the pulse are much smaller
but are more sensitive to the quality of the simulation because
they depend on the cumulative response over the entire pulse.
The bottom row of Figure 8 shows the results after the pulse and
indicates that 250, 400, and ca. 500 states are needed with the
6-31 nþ G(d,p) basis sets for n = 1�3, respectively. This again
illustrates that the small contributions from the numerous low-
lying pseudocontinuum states are important for stable simula-
tions under these conditions. Similar results were found for
simulations with other levels of theory.
Figures 9 and 10 summarize the effect of basis sets and levels of

theory on the response of butadiene to a three-cycle Gaussian
pulse (ω = 0.06 au). Populations are plotted as a function of the
excited-state energies and field strengths up to Emax =0.06 au
(1.26 � 1014 W cm�2). Figure 9 collects the results of TD-CIS
simulations using 500 states and employing excitation energies
and transition dipoles calculated with various basis sets. As
expected, the populations of the excited states increase drama-
tically with the field strength. Above a threshold in the maximum
field strength, many excited states are populated, signaling an
increase in the ionization rate. Details of the populations in
specific states are very sensitive to the level of theory, basis set,
and number of states used in the simulation. Nevertheless, some
general trends can be discerned. Without diffuse functions, the
response is too weak (Figure 9a, note the 15-fold difference in the
vertical scale). Adding 2 and 3 sets of diffuse functions on the end
carbons (Figure 9b,c) increases the response, but not as much as
putting one set of diffuse functions on each carbon (Figure 9d).
With two sets of diffuse functions (Figure 9e), significant
excitation already occurs at lower field strengths. Augmenting
the 6-31 2þG(d,p) basis with a set of sp diffuse functions on the
hydrogens increases the response somewhat more (not shown).
The results with 3 sets of diffuse functions are very similar to 2 sets
(Figure 9f vs 9e). Similar trends in basis set effects are found for
RPA and CIS(D) simulations with 500 states.
The top row of Figure 10 compares TD-CI simulations with

300 states based on RPA, CIS, CIS(D), and EOM-CC calcula-
tions with the 6-31 3þG(d,p) basis set. The RPA and CIS results
are very similar, while the CIS(D) response is somewhat stronger
at higher Emax. The EOM-CC response is comparable to or
slightly less than CIS and RPA. The results of simulations with
RPA, CIS, and CIS(D) using 500 states are shown in the bottom
row of Figure 10. [EOM-CC/6-31 3þ G(d,p) calculations with
500 states are not practical at this time.] With the 6-31 3þ G(d,
p) basis, the 500-state simulations follow the same trend as with
300 states. However, with small basis sets such as 6-31G(d,p)
(not shown), the differences between the various levels of theory
are more pronounced.
Because the populations of individual excited states are very

sensitive to the level of theory, it is useful to compare some
aggregate quantities. The depletion of the population of the

ground state is equal to the sum of the excited-state populations
generated by the interaction with the intense pulse. Figure 11a
shows the population of the ground state as a function of field
strength for simulations with 300 states for various levels of
theory and the 6-31 3þG(d,p) basis set. Up to a maximum field
strength of ca. 0.035 au, the RPA, CIS, CIS(D), and EOM-CC
ground-state populations are nearly identical and show less than
a 2% depletion. For Emax greater than ca. 0.035 au, there is a rapid
decrease in the ground-state contribution as excited states
become more populated. In agreement with Figure 10, the
responses of RPA, CIS and EOM-CC are similar but CIS(D) is
significantly stronger. Similar trends were found for simulations

Figure 11. Dependence of the populations and energies on Emax, the
maximum field strength of the pulse: (a) ground-state population, (b)
sum of the populations of excited states with energies less than 0.5 au, (c)
energy deposited in excited states with energies less than 0.5 au [RPA,
blue; CIS, red; CIS(D), green; EOM-CC, black].
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with 500 states (not shown). Figure 11b compares the sum of
the populations of the excited states with energies less than 0.5
au. The results are in accord with Figure 10, as well as with the
trends the ground-state populations (Figure 11a). Interaction
with the intense pulse deposits energy into the molecule by
populating excited states. Figure 11c compares the sum of the
excited-state energies weighted by their populations for excited
states with energies less than 0.5 au. Again, the values for RPA,
CIS, and EOM-CC are similar but CIS(D) is significantly larger.
For simulations with 500 states, the amount of energy deposited
in this range of states is smaller, but the trends are similar.

’SUMMARY

The lowest singlet excited state of butadiene is a 1Bu π f π*
state and is treated fairly well by RPA, CIS, and CIS(D) when
compared to EOM-CC. CIS(D) reproduces the trends in energy
of the higher bound and pseudocontinuum states better than by
RPA and CIS when compared to EOM-CC, but the perturbative
correction for doubles can be erratic. The effect of the basis set
can be seen rather dramatically by looking at the dipole moments
for transitions between ground and excited states and between
excited states. Diffuse functions are particularly important for
transitions between excited states in the pseudocontinuum,
above the first ionization threshold. Higher polarization func-
tions seem to be less important, whereas multiple diffuse func-
tions should be placed on all of the heavy atoms and not just on
the end carbons. Transition dipoles involving the low-lying π
states are smaller for EOM-CC than for CIS and RPA because
the latter do not take into account the double excitation character
of some of these states. Studies with two- and three-level model
systems as well as models involving only the low-lying π states of
butadiene show that intense three-cycle pulses can cause reso-
nant two- and three-photon transitions. The frequency and
intensity ranges for the pulse used in the simulations were chosen
to avoid these resonances. Nevertheless, above a threshold in
intensity of the pulse, there is rapid population of higher states in
the pseudocontinuum. The response depends on the level of
theory, the basis set, and the number of excited states used in the
simulation. Depending on the basis set, 500 excited states or
more might be needed. For the pulse parameters selected, the
response is far too weak with small basis sets such as 6-31G(d,p),
but consistent results are achieved with two and three sets of sp
diffuse functions on each carbon. For small basis sets, the
difference between levels of theory is more pronounced, but
with two and three sets of diffuse functions, the CIS, RPA, and
EOM-CC results are similar, whereas the CIS(D) response is too
strong when compared to the more reliable EOM-CC
calculations.
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