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Abstract: The experimental and computational results for the tautomerization reaction of
2-pyridone are reviewed. G3, G4, CBS-APNO, and W1 model chemistries are used to generate
state-of-the-art reaction energetics for the tautomerization reaction with and without catalytic
water molecules in both the gas and aqueous phases. Reactive, electronic potential energy
surface surfaces for use in molecular dynamics simulations were generated for these reactions
following a recently improved empirical valence bond formulation. The form of molecular
mechanics potentials needed for a satisfactory fit is also discussed.

1. Introduction

Over the last century, the keto-enol tautomerism of 2-py-
ridone (PY) and 2-hydroxypyridine (HY) has been probed
by nearly every available experimental1-13 and theoretical
method.7,10-34 This seemingly innocuous proton-transfer
reaction has garnered so much attention because it serves as
the archetype model system for hydrogen bonding, proton-
transfer tautomerism, and proton-shuttling mechanisms in
chemical, biological, and medicinal reactions. Most recently,
Hatherley and co-workers used microwave spectroscopy to
determine that the gas-phase energy difference between PY
and HY is 3.2 ( 0.4 kJ/mol with HY being the more stable
species.8 This value is larger than the ∆G value determined
from X-ray photoelectron spectroscopy (PES),6 but it agrees
quite well with Beak’s value of 3.3 kJ/mol determined from
ultraviolet (UV) spectroscopy.2 The experimental values are
collected in Table 1.

With a gas-phase tautomerization energy smaller than 4.2
kJ/mol (1 kcal/mol, aka chemical accuracy), the PY/HY
system has been a formidable challenge for computational
chemistry from the beginning. Although semiempirical and
molecular mechanics methods provide qualitative agreement
with experiment and can describe the PY f HY activation

barrier Eq correctly,15 it was recognized early on that
correlation and zero-point vibrational energies are crucial.16

Following earlier calculations by Schlegel et al. (ref 16),
many investigators employed second-order Møller-Plesset
perturbation theory (MP2) with a wide variety of basis
sets.10,13,19,21,23,29 While increasing the basis set size beyond
triple-� (TZ) with the addition of polarization and diffuse
functions improved the activation barrier, it unfortunately
results in an underestimation of the tautomerization energy
because of the well-known correlation energy overestimation
by MP2.35 Predicted tautomerization energies can be brought
back into chemical accuracy by utilizing MP410 or spin-
component-scaled MP2 (SCS-MP2).36 Density functional
theory (DFT) generates reliable molecular structures but the
corresponding energetics, with the exception of the
BHandHLYP functional,28,30 are inherently wrong: PY is
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Table 1. Experimental Data for the PY f HY Reactiona

∆H ∆G T method ref

gas phase:
-3.2 ( 0.4 356 microwave 8

-3.3 405 UV 2
-2.5 ( 0.4b PES 4

-2.4 ( 0.21 403 X-ray PES 6

aqueous phase:
14.2 298 heats of solution 1

a Energies and temperatures are in kJ/mol and K, respectively.
b ∆H was calculated with data ranging from 348 to 728 K using
the van’t Hoff equation.
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predicted to be the most stable tautomer in the gas-
phase.10,13,21,24,28,30,31 Piacenza and Grimme showed con-
vincing evidence that the poor DFT energies arise from the
exchangepotentialsandinclusionofat least50%Hartree-Fock

(HF) exchange “corrects” those exchange potentials as seen
in the BHandHLYP results.28 The necessity of HF exchange
in DFT functionals coupled with the MP2 overestimation of
the correlation energy suggests that the gas-phase tautomer-

Table 2. Computed Energies (kJ/mol) for the Gas-Phase PY f HY reactiona

theory ∆E q ∆H q ∆G q ∆E ∆H ∆G

HF/6-31G(d,p) 207.1c -6.5h -7.3h

HF/6-31++G(d,p)g -5.17 -5.8
HF/TZV(2df,2dp)e -3.8
MP2/6-31G(d,p) 147.2b 134.0b -9.2c

MP2/6-31+G(d,p)d 151.4 138.4 139.4 -8.6 -8.0
MP2/6-31++G(d,p)d 151.3 139.1 144.6 -8.7 -7.1
MP2/6-311+G(d,p) 149.3 137.3 139.0 -11.6 -10.2 -8.3
MP2/6-311++G(d,p)d 149.3 -11.8
MP2/TZV(2df,2dp)e -11.2
SCS-MP2/TZV(2df,2dp)//B3LYP/TZV(2df,2dp)e -4.6
MP4(SDTQ)//MP2/6-311++G(d,p)f -3.62
CISD/3-21G//HF/3-21Gj 188.0 12.0
CISD/DZP1i 0.28
QCISD/TZV(2df,2dp)//B3LYP/TZV(2df,2dp)e -2.9
QCISD(T)/TZV(2df,2dp)//B3LYP/TZV(2df,2dp)e -4.2
PBE/TZV(2df,2dp)e 6.3
BP86/TZV(2df,2dp)e 5.9
BLYP/TZV(2df,2dp)e 7.9
B3PW91/6-31++G(d,p)g 1.61 1.3
B3LYP/6-31G(d,p)b 148.1 135.0
B3LYP/6-31+G(d,p)d 154.3 140.8 141.3 1.9 1.5
B3LYP/6-31++G(d,p)d 154.2 140.8 141.2 1.8 1.4
B3LYP/6-311++G(d,p)d 158.8 145.1 145.6 3.6 3.3
B3LYP/6-311++G(2d,2p)d 157.6 144.1 144.6 1.5 1.1 1.5
BHandHLYP/6-311++G(2d,2p)d 176.6 162.6 163.2 -4.2 -4.6 -4.2
BHandHLYP/TZV(2df,2dp)e -2.9
G3 159.5 142.3 143.0 -3.8 -4.9 -4.4
G4 156.1 143.1 143.6 -4.2 -4.3 -3.9
CBS-APNO 157.8 144.9 145.1 -4.7 -5.3 -4.9
W1 155.5 142.2 142.7 -3.9 -4.4 -4.1

a ∆E is electronic energy and does not include zero-point energy corrections. Enthalpies are at 0 K, while Gibbs free energies are at 298
K. b Ref 13. c Ref 21. d Ref 30. e Ref 28. f Ref 10. g Ref 24. h Ref 23. i Ref 18. j Ref 17.

Table 3. Computed Energies (kJ/mol) for the Gas-Phase PY(H2O)n f HY(H2O)n Reactionsa

theory ∆E q ∆H q ∆G q ∆E ∆H ∆G

PY(H2O) f HY(H2O):
HF/6-31G(d,p)d 117.2 0.4
MP2/6-31G(d,p)b 57.3 -4.2
MP2/6-31G(d,p)d 55.6 -5.4
MP2/6-311+G(d,p) 61.3 45.8 51.5 -5.6 -4.4 -3.3
MP2/6-311++G(d,p)c -5.6
MP4(SDTQ)//MP2/6-311++G(d,p)c 1.27
CISD/3-21G//HF/3-21Gf 56.0 12.0
B3LYP/6-31G(d,p)d 52.3 3.3
B3LYP/TZ2Pd 61.1 5.9
B3LYP/6-311++G(d,p)c 8.65
B3LYP/6-311++G(2d,2p)e 63.1 47.2 52.3 7.1 6.9 7.5
B3LYP/aug-cc-pVTZ//B3LYP/6-311++G(d,p)c 7.66
BHandHLYP/6-311++G(2d,2p)e 77.6 60.5 65.9 3.1 2.9 3.5
G3 68.5 51.7 58.0 1.9 0.92 1.4
G4 67.7 52.0 56.1 1.0 0.82 1.2
CBS-APNO 64.0 46.2 52.8 0.98 0.41 0.89

PY(H2O)2 f HY(H2O)2:
MP2/6-31G(d,p)b 39.7 -1.3
MP2/6-311+G(d,p) 69.8 47.2 54.7 1.2 1.9 2.5
CISD/3-21G//HF/3-21Gf 43.0 19.0
B3LYP/6-31G(d,p)d,g 56.5 13.8
B3LYP/6-311++G(2d,2p)e 67.6 45.4 52.6 12.5 12.1 12.8
BHandHLYP/6-311++G(2d,2p)e 85.5 61.4 69.2 9.4 9.0 9.7
G3 75.1 57.3 67.0 4.3 5.7 6.3
G4 77.5 55.0 60.9 7.0 6.2 6.9

PY(H2O)3 f HY(H2O)3:
MP2/6-311+G(d,p) 94.1 67.7 77.3 6.8 6.7 6.5
G3h 13.3 12.8 14.7
G4h 13.7 14.6 17.5

a ∆E is electronic energy and does not include zero-point energy corrections. Enthalpies are at 0 K, while Gibbs free energies are at 298
K. b Ref 29. c Ref 10. d Ref 21. e Ref 30. f Ref 17. g In this calculation, one water is a proton shuttle, and the other is part of the first
solvation shell. h Transition state calculations were not feasible for this system and level of theory.
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ization energetics are dominated by the differences in the
exchange energy. Such an illation is supported by HF results
that are within chemical accuracy when employing a polar-
ized double-� (DZ) or larger basis set.16,19,21,23,24,28 QCISD,
with and without perturbative triples, has predicted tautomer-
ization energies of 4.2 and 2.9 kJ/mol, respectively, indicating
that the triples correction is necessary to avoid underestima-
tion of the reaction energy.28 A representative selection of
computational results is presented in Tables 2 and 3.

Because the magnitude of the gas-phase tautomerization
barrier prevents rapid proton transfer at room tempera-
ture, proton shuttling mechanisms involving explicit
water10,20,21,29-31 and formic acid13 solvent molecules were
investigated. Barone and Adamo were the first to theoretically
show that one water molecule reduces the gas-phase tau-
tomerization barrier and switches the lowest energy state
from HY to PY.21 They also demonstrated that addition of
a second water molecule to represent bulk solvent actually
increases the tautomerization barrier because of the hydrogen-
bonding interaction with the carbonyl moiety. Maris et al.
later confirmed Barone and Adamo’s single-molecule proton
shuttle findings using MP2, MP4, and DFT methods.10 One
formic acid molecule acting as a proton shuttle was also
shown to affect the reaction barrier in the same fashion.13

In 2005, two groups independently examined the affects of
a proton shuttle involving two water molecules and found

that both DFT30 and MP229 methods predict a further
reduction in the proton-transfer barrier.

Given that inclusion of explicit solvent molecules in
addition to those involved in the proton shuttle counterbal-
ances the barrier reduction of the shuttles, a more uniform
representation of bulk solvent has been pursued. Wong and
co-workers applied the self-consistent reaction field (SCRF)
Onsager model to the uncatalyzed 2-pyridone/2-hydroxypy-
ridine tautomerization in cyclohexane and acetonitrile.19

These results were later confirmed by Wang and Boyd, who
also investigated the reaction in chloroform.22 The same
SCRF method was applied to model the tautomerization in
water.21,30,31 For all four solvents, the equilibrium shifts such
that the PY species is now favored in solution, which agrees
well with experimental results. Barone and Adamo found
that inclusion of the bulk solvent via SCRF theory, increased
the barrier to proton transfer and stabilized PY for the single
water molecule shuttle with and without an explicit solvation
shell water.21 Fu et al. also observed such effects for one
and two water proton shuttles.30 Tsuchida and Yamabe31

continued the energetic exploration of multiwater proton
shuttles in solution and reported that a three-molecule proton
shuttle actually increases the tautomerization barrier relative
to the two-molecule shuttle rather than reducing it. Unfor-
tunately the reported three-molecule proton shuttle transition
state (TS) corresponds to a proton transfer between the three

Table 4. Computed Energies (kJ/mol) for the Aqueous Phase PY(H2O)n f HY(H2O)n Reactionsa

theory ∆E q ∆H q ∆G q ∆E ∆H ∆G

PY f HY:
MP2/6-311+G(d,p)/IEF-PCM 161.8 148.7 149.6 5.7 5.3 6.0
B3LYP/6-31G(d)/Onsagerc 158.2b 144.8 14.2b 13.4
B3LYP/6-311++G(2d,2p)/Onsagerd 150.1 15.2
B3LYP/6-311++G(2d,2p)/DPCMd 176.1 15.4
BHandHLYP/6-311++G(2d,2p)/Onsagerd 167.7 7.9
BHandHLYP/6-311++G(2d,2p)/DPCMd 193.5 10.2
G3/IEF-PCM 168.9 155.0 155.5 14.1 12.4 12.6
G4/IEF-PCM 168.9 155.5 155.9 13.6 12.5 12.7

PY(H2O) f HY(H2O):
MP2/6-311+G(d,p)/IEF-PCM 63.9 47.0 53.8 3.1 3.5 4.8
B3LYP/6-31G(d)/Onsagerc 61.2b 11.6b

B3LYP/6-311++G(2d,2p)/Onsagerd 52.4 13.1
B3LYP6-311++G(2d,2p)/DPCMd 70.2 14.6
BHandHLYP/6-311++G(2d,2p)/Onsagerd 64.7 7.4
BHandHLYP/6-311++G(2d,2p)/DPCMd 84.7 13.4
G3/IEF-PCM 73.1 62.2 69.7 12.0 10.8 11.6
G4/IEF-PCM 72.3 55.1 59.6 11.4 10.6 11.0

PY(H2O)2 f HY(H2O)2:
MP2/6-311+G(d,p)/IEF-PCM 71.3 47.7 54.6 4.9 4.9 4.7
B3LYP/6-31G(d)/Onsagerc 69.5b 51.5 17.2b 16.4
B3LYP/6-311++G(2d,2p)/Onsagerd 52.5 15.8
B3LYP/6-311++G(2d,2p)/DPCMd 74.6 15.7
BHandHLYP/6-311++G(2d,2p)/Onsagerd 68.6 12.3
BHandHLYP/6-311++G(2d,2p)/DPCMd 94.3 12.9
G3/IEF-PCM 81.7 67.5 77.3 12.2 10.9 11.7
G4/IEF-PCM 80.4 56.1 62.3 11.3 11.2 11.9

PY(H2O)3 f HY(H2O)3:
MP2/6-311+G(d,p)/IEF-PCM 82.4 70.0 78.5 7.6 7.9 8.7
B3LYP/6-31G(d)/Onsagerc 20.7b 19.3
G3/IEF-PCMe 13.7 13.2 15.2
G4/IEF-PCMe 13.0 11.4 10.9

a ∆E is electronic energy and does not include zero-point energy corrections. Enthalpies are at 0 K, while Gibbs free energies are at 298
K unless noted otherwise. b Values at 298 K. c Ref 31. d Ref 30. e Transition state calculations were not feasible for this system and level of
theory.
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water molecules rather than true proton shuttling. The correct
TS for the three-water proton shuttle for the PY to HY
tautomerization is included in Tables 3 and 4 and the
structure is available in the Supporting Information for the
present paper.

This paper provides benchmark reaction energetics for the
PY(H2O)nf HY(H2O)n (n ) 0-3) tautomerization reactions
in the gas and solution phases. The influence of proton-
shuttling water molecules in both phases is also discussed.
A reactive electronic potential energy surface for use in

Figure 1. PY(H2O)n (reactant), TS(H2O)n (transition state), and HY(H2O)n (product) geometries for proton-shuttling tautomerization
reactions with (a) one, (b) two, and (c) three catalytic water molecules. Carbon, nitrogen, oxygen, and hydrogen are depicted in
gray, blue, red, and white, respectively.

�w Movies of the molecules shown in panels a, b, and c along the reaction paths are available.

Figure 2. Potential of mean force along the reaction path for the gas-phase, uncatalyzed PY f HY tautomerization employing the
K ) 5 DG-EVB surface. The artificial minimum near the TS results from the quadratic forms of H11 and H22.
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molecular dynamics simulations is then generated from the
highly accurate ab initio results following a recently im-
proved EVB formulation using a superposition of states37,38

and distributed Gaussians.39,40 The importance of utilizing
improved molecular mechanics force fields that go beyond
the quadratic approximation utilized in most dynamics
calculations is addressed.

2. Computational Methods

The G3,41 G4,42 CBS-APNO,43 and W144 model chemistries
were employed to determine tautomerization energetics to
within (4.7, (3.5, (2.2, and (1.3 kJ/mol, respectively.
Additional data points along the reaction path were generated
at the MP2/6-311+G(d,p) level of theory45-47 using the
second-order predictor-corrector reaction path following
integrator of Hratchian and Schlegel.48,49 All stationary points
along the reaction path were optimized with the Berny
algorithm50 and confirmed with harmonic vibrational fre-
quency analysis. Bulk solvation effects were accounted for
via IEF-PCM in the SCRF framework with a dielectric value
of 78.39 and UFF atomic radii.51-53 All electronic structure

calculations were computed using a development version of
the Gaussian suite,54 while the EVB fits and analysis were
done in Mathematica version 5.255 using the EVB Toolkit
for Mathematica56 developed by the authors. Preliminary MD
calculations employed the development version of AMBER
10.57

3. Results and Discussion

The discussion begins with calculated results for the pyridone
tautomerization reaction, in both the gas and aqueous phases,
which has been studied extensively. The effect of proton
shuttling waters on reaction energetics and barrier heights
is examined for one to three catalytic waters. A new TS
structure for the proton-shuttling mechanism involving three
catalytic water molecules is given to correct an existing error
in the literature. The general form of valence bond potential
surfaces for reactions is described, and then some technical
aspects of building reliable reactive potential energy surfaces
are discussed.

3.1. Reaction Energetics. Our gas- and aqueous-phase
results for the pyridone tautomerization are presented in

Figure 3. Two-dimensional DG-EVB potential energy surface for the gas-phase, uncatalyzed PYf HY tautomerization, employing
the K ) 5 fit with quadratic Hnn. The PY valley is in the back, left-hand corner, while the HY valley is up front in the right-hand
corner in both plots. The minima are denoted with a green dot and the TS with an orange dot.
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Tables 2-4. For the uncatalyzed tautomerization, the system
size is small enough that all four model chemistries, G3,
G4, CBS-APNO, and W1 are tractable calculations. Differ-
ences of less than 1 kJ/mol between theory and experiment
should be considered excellent agreement for systems of this
size, thus the gas-phase W1 results can be taken as a “gold

standard” for evaluation of other computed results. Of the
three remaining model chemistries, the error in barrier heights
and reaction energetics increases as G4 < G3 < CBS-APNO
when compared to the W1 results. Although CBS-APNO
calculations were still feasible for the gas-phase tautomer-
ization reaction catalyzed with one water molecule, only G3

Figure 4. Decomposition of the DG-EVB potential energy surface for the gas-phase, uncatalyzed PY f HY tautomerization
employing the K ) 5 fit with quadratic Hnn: (a) H11, (b) H22, and (c) the first term of eq 4, (H11 + H22)/2. The PY valley is in the
back, left-hand corner, while the HY valley is up front in the right-hand corner in all plots.
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and G4 model chemistry results were computed for gas-phase
reactions with more than one water molecule and for all
aqueous reactions. For the aqueous results, the agreement
between G4 and experiment is very good for the uncatalyzed
tautomerization, thus all further discussions of energetics will
refer to the G4 results unless noted otherwise.

As seen previously,10,21 HY is the lower energy gas-phase
tautomer only when no proton-shuttling water is present. The
addition of one, two, or three water catalysts stabilizes PY
by an additional 5.2, 6.0, and 6.7 kJ/mol, respectively.
Interestingly, the catalytic waters always form a prereactive
complex which minimizes the hydrogen bonding distances
prior to transferring the H atom (see Supporting Information).
In the aqueous systems, PY is always the lower energy
tautomer regardless of the number of catalytic water mol-
ecules present. As seen in Table 4, the aqueous reaction
energy computed with polarizable continuum models be-
comes essentially constant once catalytic water molecules
are employed as proton shuttles. Therefore the number of
catalytic water molecules actually participating in the ground-
state tautomerization reaction is determined by the barrier
height, not the over all reaction energy. Such trends in
reaction barriers for additional catalytic waters have been
seen previously.58 In both phases, the reaction barrier
decreases by ∼90 kJ/mol with the addition of one catalytic
water molecule. Additional water molecules actually increase
the barrier height by ∼10 kJ/mol for two water molecules,
which agrees with earlier computational studies.21,30 Since
multiple water catalysts increase the reaction barrier height,
electronic potential energy surfaces will only be constructed
for the two reactions, PYf HY and PY(H2O)f HY(H2O).

3.2. Reactive Potential Energy Surfaces. A prerequisite
step in molecular dynamic (MD) studies is the construction
of a reliable reactive electronic potential energy surface. A

reactive potential energy surface V(q), where q is the vector
of molecular coordinates, can be constructed by means of a
superposition of reactant and product configuration, ψ1 and
ψ2, interacting via an empirical Hamiltonian, Ĥ.59

H11 and H22 are the energy surfaces for the reactant and
product potentials, respectively, and H12 is the resonance
integral that must be represented by an approximate func-
tional form. The construction of reactive potential energy
surfaces as a superposition of two or more states has a long
history as evidenced in the review by Balint-Kurti.60 In 1929,
London showed that a qualitatively correct potential energy
surface for the H + H2 exchange reaction could be generated
from two configurations.61 In a 1938 Faraday discussion on
reaction kinetics, Eyring reported the potential energy surface
for the same hydrogen exchange reaction calculated from
the interaction of five configurations.62 At the same confer-
ence, Evans and Polanyi described a surface for the Cl- +
CH3Cl SN2 reaction built from a reactant and a product
configuration.63 The ensuing discussion pointed out that the
two approaches are equivalent and identical to the method
used in an earlier work on the barriers for ionic reactions.64

Evans also provided an early application of this approach to
the Diels-Alder reaction.65 Subsequent variations on this
method differ primarily in the manner of approximating the
H11, H22, and H12 matrix elements.

An empirical valence bond (EVB) approach for estimating
the matrix elements was employed by Warshel for comparing
reactions in solution and enzymes.66 Pross and Shaik used a
qualitative, valence-bond, configuration-mixing approach to
investigate organic reactions.67 More relevant to the present
work, Chang and Miller68,69 constructed accurate potential
energy surfaces by fitting a superposition of two EVB
configurations to ab initio energies, gradients and Hessians
using a generalized Gaussian for H12. Minichino and Voth
generalized the Chang-Miller method68 for N-state systems
and provided a scheme to correct gas-phase ab initio data
for solutions.70

From a pedagogical point of view, EVB surfaces can be
classified by the approximation employed in H12. In addition
to the simple choice of setting H12 equal to a constant
(Constant-EVB) that reproduces experimental or high-level
ab initio barrier heights, two methods have emerged for
constructing accurate reactive EVB surfaces: DWI-EVB and
DG-EVB. DWI-EVB represents H12(q) as a distance weighted
interpolation (DWI), aka Shepard interpolation, around a set
of molecular configurations (called Shepard points) where
the energy, gradient, and Hessian are available.71-74 DG-
EVB builds upon the Chang-Miller method68 and expands

Figure 5. Various classes of reaction channels near the TS
on reactive potential energy surfaces: (a) I-shaped valley, (b)
L- or V-shaped valley, (c) T-shaped valley, (d) H- or X-shaped
valley.

Ψ ) c1ψ1 + c2ψ2 (1)

Ĥ ) [H11 H12

H21 H22
] (2)

H11 ) 〈ψ1|Ĥ|ψ1〉 , H12 ) H21 ) 〈ψ1|Ĥ|ψ2〉 , H22 ) 〈ψ2|Ĥ|ψ2〉
(3)

V(q) )
1/2[H11(q) + H22(q)] - √{1/2[H11(q) - H22(q)]}2 + H12

2 (q) (4)
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H12
2 (q) into a set of distributed Gaussians (DG) centered on

a set of molecular configurations.39,40 In our DG-EVB
approach, the following form of H12

2 (q) is used to reproduce
electronic structure data,

where g(q, qK, i, j, RK) are s-, p-, and d-type Gaussians
centered at a number of molecular configurations, qK, on the
potential energy surface and B is a vector of coefficients. It
is important to note that nonstandard s- and d-type Gaussians
are employed to precondition the resulting set of linear

equations (see Appendix) that are passed to a GMRES75 (aka
DIIS76-78) solver. For a more exhaustive discussion of the
DG-EVB method please see ref 39.

Previously the gas-phase, uncatalyzed, 2-pyridone tau-
tomerization reaction was utilized as a test system for the
DG-EVB method employing a GMRES solver.40 In that
work, a simple quadratic function was employed for H11 and
H22

where En, gn, and H̃n are the ab initio energy, gradient, and
Hessian, respectively, of the reactant or product. Preliminary
MD calculations using the published distributed-Gaussian
surfaces discovered a false minimum in the potential of mean
force (PMF) plot shown in Figure 2, as a result of an
oversimplified form for H11 and H22. To investigate the
artificial minimum in the PMF plot, a two-dimensional
relaxed scan of the 2-pyridone N-H and O-H bond lengths
was computed at the HF/6-311+G(d,p) level of theory. The
resulting DG-EVB surface for those HF geometries indicated

Figure 6. Two-dimensional DG-EVB potential energy surface for the gas-phase, uncatalyzed PYf HY tautomerization employing
the K ) 5 fit with repulsive Hnn. The PY valley is in the back, left-hand corner, while the HY valley is up front in the right-hand
corner in both plots. The minima are denoted with a green dot and the TS with an orange dot.

H12
2 (q) ) ∑

K

Ncfg

∑
igjg0

Ndim

BijKg(q, qK, i, j,RK) (5)

H12
2 (q) ) [H11(q) - V(q)][H22(q) - V(q)] (6)

∆qK ) q - qK (7)

g(q, qK, 0, 0,RK) ) (1 + 1/2RK|∆qK|2)exp[-1/2RK|∆qK|2]

g(q, qK, i, 0,RK) ) (∆qK)i exp[-1/2RK|∆qK|2]

g(q, qK, i, j,RK) ) (1 - 1/2δij)(∆qK)i(∆qK)j exp[-1/2RK|∆qK|2](8)

Hnn(q) ) En + gn
T·∆q + 1/2(∆qT·H̃n·∆q), ∆q ) q - qn

(9)
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that a “swimming hole” had formed behind the TS (see
Figure 3). The source of the “swimming hole”, as shown in
Figure 4, was the interaction of H11 and H22 in the first term
of eq 4. Although H12 can correct H11 and H22, thereby
producing an improved V along the reaction path, it cannot
completely counterbalance the additive interaction of the
quadratic valence bond potentials near the TS. For L- or
V-shaped reaction channels, arising from reactions where
two coordinates dominate the reaction path, as in the
pyridone tautomerization, a simple quadratic potential is too
rudimentary and could generate artificial holes in the EVB
surface. The T-, H-, or X-shaped reaction channels80 shown
in Figure 5 may also generate artificial minima in the DG-
EVB surface when simple quadratic potentials are used as a
consequence of geometry, but I-shaped reaction channels
should not.

The ground-state potential generated by the interaction of
H11 and H22 via H12 is given in eq 4. For this expression to
be a good model of the true potential, Vtrue(q), the first term
must always be greater than Vtrue(q), since the square root
in the second term must be positive and real for the ground-
state potential.

In the region around the TS or around any test point, we
can approximate Vtrue(q) by a Taylor series truncated at
second order

with trust radius τTS defining the region where the ap-
proximation is valid. The sum of H11(q) and H22(q) can also
be approximated by a quadratic function around the TS.

Note that the minimum for Vsum(q) is between the minima
for H11(q) and H22(q), that is, possibly but not necessarily
near the transition state. The quadratic expansions for Vsum(q)
and VTS(q) can now be compared to see if eq 4 can produce
a suitable surface with the given potentials for H11(q) and
H22(q). In particular, we require Vsum(q) - VTS(q) g 0 to
satisfy equation 10.

where qmin is the minimum of Vdiff(q) (or a higher order
stationary point if Ṽ diff′′ has one or more negative eigenvalues).
A number of cases can be considered.

(a) If Vdiff(qmin) is positive and all the eigenvalues of Ṽ diff′′
are positive, then eq 10 holds for all q within the trust

region of the quadratic expansion and a reliable
potential energy surface can be constructed in this
region with a suitable choice for H12

2 (q) (however, this
may require additional molecular configurations).

(b) If Vdiff(qmin) is negative or some of the eigenvalues of
Ṽdiff

′′ are negative, then eq 10 is not satisfied in some
regions. This can lead to a “swimming hole” similar
to the one observed in the simple potential for
pyridone. This can be analyzed further by determining
where Vdiff(q) is negative.
(i) If Vdiff(qmin) is negative and qmin is within the trust

radius of the transition state, |qmin - qTS| < τTS,
then there is clearly a problem.

(ii) For other cases, one needs to find the minimum
of Vdiff(q) with the constraint |qmin - qTS| ) τTS.
If Vdiff(qmin) < 0 for this constrained minimization,
then there is a problem. Even if Vdiff(qmin) > 0,
there may still be problems outside the trust region
of the transition state, especially if some of the
eigenvalues of Ṽdiff

′′ are negative. In this case, the
location of qmin may suggest regions for additional
molecular configurations to test the surface and
to fit H12

2 (q).
The analysis described above can be repeated for any
additional points used for fitting the surface. It should be
emphasized that if eq 10 is not satisfied, the form of H11(q)
and H22(q) must be modified to avoid spurious deformations
of the surface. This is independent of the model used for
H12(q) and the resulting EVB surface (e.g., DWI-EVB and
DG-EVB).

To improve our model valence bond potentials and bring
them more in line with modern molecular mechanics
potentials, a nonbonding, van der Waals, exponential-6 term
from the universal force field (UFF)80 was added to Hnn for
coordinates of interest.

In eq 14, AUFF
i and BUFF

i are UFF exponential-6 parameters,
∆qi is the repulsive coordinate value (e.g., HsO in PY and
NsH in HY) for Hnn, and C is a constant ensuring the ab
initio energy is recovered at the DG-EVB data points, q )
qn. Alternatively, the harmonic bond-stretch terms could be
replaced by Morse potentials but this requires the determina-
tion of Morse parameters for bonds of interest. Both
capabilities have been added to the development version of
AMBER 10, so that eq 10 can be satisfied. The exponential-6
term has the advantage of less work because all the necessary
parameters are already in the literature. In Figure 6, it can
been seen that the additional repulsive term does remove
the “swimming hole” behind the TS. Since the R values for
the K ) 5 DG-EVB fit are nearly independent of the form
of Hnn, simple quadratic valence bond potentials may be
useful in accelerating the R values optimization process for
very large molecular systems, such as enzymes.

1/2(H11(q) + H22(q)) g Vtrue(q) (10)

VTS(q) ≈ VTS
0 + (VTS

′ )T(q - qTS) + 1/2(q - qTS)TṼTS
′′ (q - qTS)

(11)

Vsum(q) )
H11(q) + H22(q)

2
≈

Vsum
0 + (Vsum

′ )T(q - qTS) + 1/2(q - qTS)TṼsum
′′ (q - qTS) (12)

Vsum(q) - VTS(q) ) Vdiff(q) )

Vdiff
0 + (Vdiff

′ )T(q - qTS) + 1/2(q - qTS)TṼdiff
′′ (q - qTS)

Vdiff
0 ) (Vsum

0 - VTS
0 ),

Vdiff
′ ) (Vsum

′ -VTS
′ ), Ṽdiff

′′ ) (Ṽsum
′′ - ṼTS

′′ )

qmin ) -(Ṽdiff
′′ )-1Vdiff

′ ,

Vdiff(qmin) ) Vdiff
0 - 1/2Vdiff

′ (Ṽdiff
′′ )-1Vdiff

′ (13)

Hnn(q) )

C + gn
T·∆q + 1/2(∆qT·H̃n·∆q) + ∑

i

AUFF
i exp[-BUFF

i ∆qi]

∆q ) q - qn, C ) En - ∑
i

AUFF
i exp[-BUFF

i ∆qi](14)
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The improved form of Hnn was utilized to build a DG-
EVB surface for the pyridone tautomerization catalyzed by
a proton-shuttling water in the gas phase. With K ) 5, R
values of {1.2, 1.3, 1.9, 1.8, 1.8} and four repulsive
coordinates, the maximum error along the reaction path is
2.37 kJ/mol. The absence of artificial “swimming holes” in
the surface indicates that our improved Hnn is acceptable for
the current application. It is important to note that one should
always test the accuracy both on and off of the reaction path
to ensure the quality of the surface.

4. Conclusions

This work reviewed the experimental and computational
results for the tautomerization reaction of 2-pyridone. State
of the art G3, G4, CBS-APNO, and W1 model chemistries
were employed along with the IEF-PCM method to elucidate
the gas- and solution-phase tautomerization reaction energet-
ics with and without proton shuttling water molecules. The
new data clearly show how the addition of both catalytic
water and bulk solvent renders the tautomerization energy
in solution nearly constant at 11 kJ/mol in favor of PY(H2O)n.
Since the reaction energy is nearly constant, the reaction
barrier correlates with the number of catalytic water mol-
ecules employed in the tautomerization. Again it is clear that
while reaction channels employing two and three proton-
shuttling waters are possible, these channels actually have
higher barriers than the reaction path utilizing one catalytic
water.

Reactive electronic potential energy surfaces suitable for
use in molecular dynamics simulations were generated for
PY f HY and PY(H2O) f HY(H2O) reactions using the
DG-EVB formalism. Investigation of our previously pub-
lished PY f HY surface illuminated a shortcoming in our
ground-state molecular mechanics potentials, namely that
harmonic force fields do not guarantee an EVB surface free
of spurious deformations. This shortcoming can be overcome
by including a repulsive term in the force field for at least
the bonds that are breaking and forming. This new form of
Hnn was successfully used to generate new DG-EVB surfaces
that possess no artificial minima along or besides the reaction
path. Employing a Hnn functional form that satisfies eq 10
lays the foundation for applying the DG-EVB methodology
to large-scale biological simulations.
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Appendix

For a symmetric 2 × 2 EVB Hamiltonian matrix,

the analytical solution for the coupling term is

where εEVBis the lowest eigenvalue of the matrix and H11(q)
and H22(q) are the reactant and product valence bond states.
H11(q) and H22(q) can be described by a force field potential
or as a Taylor series expansion about the minimum from ab
initio calculations. With the valence bond states defined, the
goal here is to provide a prescription for H12

2 (q) such that
the resulting EVB surface approximates the ab initio surface,
that is, εEVB ) εΨ. The Chang-Miller approach approximates
H12

2 (q) as a generalized Gaussian

where the parameters A (a scalar), B (a vector), and C̃
(a matrix) are chosen to reproduce the ab initio energy,
gradient, and Hessian at the transition state. In this form,
H12

2 diverges for large ∆q when C̃ contains one or more
negative eigenvalues. While refinements are available for
controlling the asymptotic behavior of the Chang-Miller
approach, recasting eq 17 in terms of a quadratic polynomial
times a spherical Gaussian

keeps the coupling element bounded at the asymptotes. The
distributed Gaussian (DG) approach generalizes the above
polynomial times a Gaussian prescription to utilize ab initio
information at other potential energy surface points in
addition to the transition state. Here, H12

2 (q) is approximated
as an expansion about a set of distributed Gaussians centered
on a set of molecular configurations qK

where Ncfg is the number of ab initio data points used for
the fitting, Ndim is the number of system coordinates,
g(q,qK,i,j,RK) are the s-, p-, and d-type Gaussians and BijK

are the expansion coefficients. The term involving the unit
matrix in eq 18 was accumulated into the s-type Gaussian

ĤEVB ) [H11 H12

H21 H22
] (15)

H12
2 (q) ) [H11(q) - εEVB(q)][H22(q) - εEVB(q)] (16)

H12
2 (q) ) A exp[BT·∆q - 1/2∆qT·C̃·∆q], ∆q ) q - qTS

(17)

H12
2 (q) )

A[1 + BT·∆q + 1/2∆qT·(C̃ + RĨ)·∆q]exp[-1/2R|∆q|2] (18)

H12
2 (q) ) ∑

K

Ncfg

∑
igjg0

Ndim

BijKg(q, qK, i, j,RK) (19)

g(q, qK, 0, 0,RK) ) (1 + 1/2RK|∆qK|2)exp[-1/2RK|∆qK|2]
(20)

g(q, qK, i, 0,RK) ) (∆qK)i exp[-1/2RK|∆qK|2] (21)

g(q, qK, i, j,RK) )

(1 - 1/2δij)(∆qK)i(∆qK)j exp[-1/2RK|∆qK|2] (22)

∆qK ) q - qK (23)
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(eq 20) to precondition the system of linear equations for
faster convergence when utilizing iterative solution methods.
The non-standard form of the d-type Gaussian is for similar
reasons. If the number of Gaussian centers K is equal to the
number of data points where H12

2 are evaluated, eq 19
describes a system of linear equations

that can be solved using singular value decomposition or by
an iterative procedure, such as GMRES. The vector F stores
the coupling terms evaluated at the Ncfg ab initio configurations

where (see eq 16)

When first and second derivatives are available for Hnn and
the ab initio energy, εΨ, the derivative of the coupling terms
can also be utilized in the DG fitting procedure. In this case,
the F vector has the following elements

The corresponding unsymmetric matrix D̃ contains the values
and derivatives of the Gaussian bases

where {i,j} indicates that the columns of the matrix are
elements obtained from cycling through all permutations
denoted in the summation over these indices in eq 19. This
square matrix has dimensions DGdim ) Ncfg ×[1 + Ndim +
Ndim × (Ndim + 1)/2]. If the second derivatives of H12

2 are
unavailable, the dimensions of D̃ are Ncfg ×(1 + Ndim).
Additionally if the gradients are also unavailable, the matrix
will have Ncfg rows. Once the solution to the B vector is
known, eq 19 determines H12

2 for all coordinates q. The
quality of the resulting PES, nonetheless, depends on the
quality of the fit.
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