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The origin of excitations in multi-chromophore carbon network substructures based on dodecadehydrotriben-
zo[18]annulene has been investigated by steady-state and photon echo spectroscopy, configuration interaction
(CIS and CIS(D)), and time-dependent density functional theory (TD-DFT). 1,4-Diphenylbutadiyne, the simplest
structural subunit within the annulene, was used in modeling the spectroscopic studies to explain the origin
of excitations in the macrocycles. The optical excitations in longer linear systems were found to be similar
to its diphenylacetylene analogue. However, the results from dodecadehydrotribenzo[18]annulene and other
multichromophore networks systems illustrate the possibility of strong intramolecular interactions and the
formation of delocalized excited states. Calculations were carried out to explain the basic similarities and
differences in excitations of the model compounds such as diphenylbutadiyne and the macrocycles. The
fundamental excitation in these systems can be primarily described as aπ f π* transition. Two low-energy
resonances were observed from experiment for the annulene systems, and possible explanations for these
low-energy resonances in the macrocycles are explored. The significant difference found in the calculated
oscillator strength of the two low-energy bands for the macrocycles as well as the dynamics of solvent
interactions was further investigated by three-pulse photon echo measurements. A simple exciton model was
developed to discuss the excitations in the larger macrocycles. The results from this model were found to be
in good agreement with the TD-DFT calculations.

Introduction

The optical applications of multi-chromophore macromol-
ecules such as conjugated polymers and oligomers,1 rotaxanes,2

and dendrimers3 have attracted great interest because of the
possibility for these structures to display enhanced optical effects
attributable to the strongly interacting multi-chromophore
geometry.3 Many of these systems are synthesized (fabricated)
in a self-similar fashion with conjugated chromophores as
building blocks.4 In the case of dendrimers, for example, the
building blocks can be used to form a fractal or branched
macromolecular geometry, which increases in size with
generation.4-6 Previous reports have investigated the nature of
excitations in such systems and observed the characteristics of
coherent energy migration in some cases.7 These findings imply
that there can be a large number of interacting chromophores
participating in the energy transport. While this property
certainly precludes possible applications in linear and nonlinear
optics, by virtue of enhancing the transition dipole moment,8

investigations with these and other related macromolecules may
also result in an improved understanding of the mechanism of
energy transport in multi-chromophore architectures.

As mimics of the all-carbon architecture graphdiyne (GR),9

a series10,11 of multi-chromophore systems based on
dodecadehydrotribenzo[18]annulene (triangle, TR)12,13has been
prepared. The interest in this and other macromolecular carbon
networks arises from predictions of useful properties such as
conductivity and nonlinear optical activity.9,14-17 It has been
suggested that these enhanced properties are the result of their
beneficial multi-chromophore-ordered structure (geometry). The
absorption spectrum of these macrocycles10 showed four
diagnostic peaks, with two low intensity peaks appearing at
longer wavelength than the most intense peak. When two of
the [18] annulenes were fused together, the low-energy peaks
showed a red-shift and an increase in intensity.

Calculations of the optimized geometry and electronic band
structures of GR and related carbon allotropes were carried out
using periodic boundary conditions with the local spin-density
approximation.15-17 It was found that the hexagons in such
architectures are equilateral and all bond angles are either 120°
or 180°. The bond length of a hexagon in these carbon allotropes
is almost equal to that of graphite and is somewhat longer than
the bond that links the hexagon to the outside carbon. This gives
an insight into the geometry of the newly developed architectures
as it has been shown that the geometry has a strong effect on
the optical excitations.18 Measurements of the molecular hy-
perpolarizability (â) of macrocycles, based on TR, functionalized
with electron donor and acceptors groups have shown that these
interesting systems might give rise to promising nonlinear optical
effects that vary with the molecular geometry.19
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Both the network substructures and the functionalized TR
macrocycles investigated in this report are comprised of multiple
1,4-diphenylbutadiyne (DPB) chromophores, the basic building
block that is interconnected by linkages of the phenyl rings (see
Scheme 1). The steady-state and time-resolved optical excita-
tions of DPB and similar analogues have been reported in the
literature.20,21 Hoshi et al.20 have investigated the polarized
absorption spectrum of DPB probed in a stretched polyethylene
film. It was found that the 30 250 and 38 020 cm-1 electronic
bands are polarized along the long axis of the molecule. The
30 250 cm-1 band was assigned to aπ f π* (S0 f S1)
transition, and the 38 020 cm-1 band was assigned to aπ′ f
π′* (S0 f S6) transition. They have also carried out theoretical
calculations on DPB and other diphenylpolyynes using the
Pariser-Parr-Pople (PPP) method. The excitation has been
explained in terms of the molecular orbital (MO) and transition
densities of the phenyl and polyyne moieties. There have been
reports of the dynamics of electronic transitions in related
molecular systems as well.21 In several cases, transient absorp-
tion was used to probe these processes due to the fact that DPB
has a relatively low fluorescence quantum yield (much less than
1 × 10-3 in cyclohexane) at room temperature.21

Hirata and co-workers21 have used ultrafast transient absorp-
tion spectroscopy to probe the dynamical behavior of the S2

state of DPB and its methoxy derivatives in solution. From the
transient absorption data, it was deduced that the major part of
the first absorption band does not correspond to a S0 f S1

transition. If this had been so, then the transition moment
between these states should have been significantly smaller than
that of the first absorption band observed. This is similar to the
case of diphenylacetylene (DPA, see Scheme 1)22 where the S1
state was found to be nonfluorescent and the first observed
absorption band was assigned to the S0 f S2 (1B1u) transition.
Studies by Ferrante et al.23 have shown that1B1u is the lowest
singlet excited state at the ground-state equilibrium geometry
and is responsible for the fluorescence spectrum and the lowest
energy absorption band of DPA. But for longer CtC bonds, a
state with Au symmetry is calculated to be the lowest in energy.
These two states can be considered as excited-state isomers,
and since the Au state is the lowest state at its own equilibrium
geometry, the fluorescing state was assigned as S2 by Hirata et
al.22 Karabunarliev et al.24 studied thep-phenylene ethynylene
[(PE)n, n ) 2-6] systems using the AM1-CAS-CI method and
found the1Bu state to be the lowest one-photon excited state.

Their studies also showed that the largest amplitude of the
exciton resided on the bridgehead phenyl/phenylene site in these
systems and suggested a delocalization of the excited state.
Marder and co-workers25 investigated the photophysical proper-
ties of 1,4-bis(phenylethynyl) benzene at 283 K and found no
evidence for aggregation in the concentration range 1-250 ×
10-6 mol dm-3. However, in a viscous low-temperature glass,
some changes were observed in the absorption and emission
spectra. Sluch et al.26 studied the absorption and emission spectra
of the oligo(phenylene ethylene) nonamer. Their results suggest
that a partial planarization occurs more quickly than what could
be detected with the time resolution of the experiment.These
results, in general (steady-state and time-resolved), show that
the rate of relaxation is directly connected to the solvent
viscosity or that the relevant motions must displace a significant
amount of solvent, and this is related to torsional motion.26

Levitus et al.27 carried out photophysical measurements on 1,4-
bis(phenylethynyl)benzene to study the effects of phenyl rotation
and chromophore aggregation. The shift of 10-20 nm with high
vibrational resolution was attributed to planarization while
aggregation of the chromophores gave larger shifts of about 70
nm.

Perhaps the most general comment which could be made in
regards to these structures is that important parameters such as
geometric disorder and electronic interactions play a major role
in both the differences in steady-state and time-resolved
phenomena observed in the various annulene and bis-annulene
systems. Further information then concerning the electronic
structure (to a high level of theory), characterization of site-to-
site disorder of the excitation energies, and the process of
electron-phonon coupling will add to the understanding of
distinguishing characteristics of these systems. The process of
geometrical distortions as well as solvent (bath) interactions may
also play a large role in this discussion. In many multi-
chromophore systems, such as those described in the present
report, the issue of dephasing may also contribute to the changes
observed in the electronic properties of the macromolecular
structures in comparison to their linear molecular analogues.
The mechanisms that give rise to a relatively broadened
spectrum for the organic systems studied here may involve
ultrafast transient phenomena, which are related to the effects
of dephasing and inhomogeneous broadening. Different methods
have been used to probe these fast processes in solution with
great success. One such technique is the three-pulse photon echo
peak shift (3PEPS) method.28,29This technique has already been
thoroughly applied to the natural light harvesting system and
in semiconducting nanoparticles,30 and it is also applied to the
present systems studied in this contribution. The purpose of the
photon echo measurements is to estimate (qualitatively) the
extent of coupling to the bath and the long-range delocalization
in these multi-chromophore systems as well as different
oscillator strengths of individual bands. Comparison to the
calculated value is also provided.

To explain the excitations in the annulene and bis-annulene
systems, investigations of electronic spectroscopy and electronic
structure theory calculations are used to correlate the structure/
property relationships. Time-resolved nonlinear spectroscopy is
also used to probe the degree of interaction between the
participating chromophores and to experimentally examine the
strengths of various transitions (in particular, the two low-energy
bands) in the macrocycles. The molecules studied are diphe-
nylacetylene (DPA), diphenylbutadiyne (DPB), 1,2-bis(phe-
nylbutadiynyl)benzene (ortho, O), 1,3-bis(phenylbutadiynyl)-
benzene (meta, M), 1,4-bis(phenylbutadiynyl)benzene (long

SCHEME 1: Structures of the Molecules Studied
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chain, LC), dodecadehydrotribenzo[18]annulene (triangle, TR),
and the two bis-annulenes (boomerang, BM, and bowtie, BT).
These investigations provide new insight into the distinguishing
characteristics of multi-chromophore macromolecules built on
the bis-annulene framework.

Experimental Methods

Sample Preparation. 1,4-Diphenylbutadiyne (DPB) was
purchased from Aldrich, and its purity was 99%. Macrocycles
TR and BM were prepared and purified as reported in the
literature.10 1,4-Bis(phenylbutadiynyl)benzene (LC) was syn-
thesized in 87% yield from 1,4-diiodobenzene and (4-phenyl-
butadiynyl)triisopropylsilane31 via sequential desilylation/alky-
nylation (see Supporting Information for experimental details).
Recrystallization from benzene gave LC, a tan solid, whose
spectral and physical properties matched those previously
reported.31 Solutions of the diacetylenic molecules were prepared
in spectral grade CHCl3 at concentrations of 2.0× 10-4 M for
absorption measurements.

Steady-State Measurements.Linear absorption measure-
ments were performed on a Hewlett-Packard 8452A diode array
spectrophotometer. The sample cell was placed at an incident
angle of ca. 45°, and the fluorescence was collected at 90° to
the incident laser beam using fiber optical cable interfaced to a
spectrometer.

Three-Pulse Photon Echo Studies. Three-pulse photon echo
experiments were carried out with a cavity-dumped Kerr lens
mode-locked Ti-sapphire laser pumped by a frequency-doubled
YVO laser (Millennia, Spectra Physics). The cavity-dumper
efficiency was about 30%. The cavity-dumped laser pulse had
a duration of 19 fs. The pulse spectrum was centered at∼834
nm. The cavity-dumped beam was focused into a 0.5 mm BBO
crystal to convert the fundamental beam into the second
harmonic at∼415 nm. Unless mentioned otherwise, the pulse
repetition rate was fixed at 77 kHz.

In the 3PEPS experiment,28,29,32both echo signals at phase-
matching conditionsk1 - k2 + k3 and -k1 + k2 + k3 are
simultaneously recorded while the time periodτ between pulses
1 and 2 is scanned. Half of the distance between the intensity
peaks of these two signals is called “peak shift”, which is the
essential quantity deduced from the experiment. Thus, the echo
peak shift is obtained from the echo profiles and then recorded
as a function of population periodT between the second and
the third pulse. The third pulse creates the superposition state,
which may lead, in case of a proper phase evolution, to the
photon echo formation.28,29Photon echo peak shift is sensitive
to the extent of the correlation of the phase evolution between
the first and the second coherence periods, which is, in turn,
sensitive to the transition frequency dynamics during the
population period. In our setup, three beams of equal intensities
(∼0.5 nJ per pulse in one beam at the sample) were generated
with the aid of thin beam splitters (1 mm thick quartz substrate,
CDP).33 One pulse (k1) traveled a fixed delay whereas the other
two pulses (k2 andk3) traveled variable delays formed with retro-
reflectors mounted on DC motor-driven delay stages (Newport
ILS100CCHA) controlled via a Newport ESP7000 motion
controller. The three beams were aligned after the delay stages
to form the equilateral triangle beam geometry (8 mm sides)
and were focused into the 440 mm quartz sample cell using
thin singlet lens (f ) 18 cm). The two third-order nonlinear
signals into thek1 - k2 + k3 and-k1 + k2 + k3 phase matching
directions were spatially filtered and directed to two photo-
multipliers (Hamamatsu Photo Sensor Modules H6780). The
electrical signals from photomultipliers were measured by two

lock-in amplifiers (Stanford Research, SR830), which were
referenced to the chopper (SR540) inserted in thek1 beam. Many
measurements were performed in order to confirm reproduc-
ibility of the signal.33 Special attention was paid to the residual
peak shift value. The uncertainties of the peak shift value can
be estimated at approximately(0.5 fs over the entire population
period up to 100 ps.33

Theoretical Methods

All electronic structure calculations were carried out using
the Gaussian34 suite of programs. The ground-state molecules
were optimized by semiempirical [AM1], Hartree-Fock [HF/
3-21G], and density functional methods35,36 [B3LYP/3-21+G
and B3LYP/6-31+G(d)]. The excited states in these systems
were studied by the configuration interaction with single
excitation (CIS),37 with perturbative correction for double
excitations (CIS(D))38,39and time-dependent density functional
theory40-42 with the B3LYP functional (TD-B3LYP) with the
STO-3G, 3-21+G and 6-31+G(d) basis sets. Diffuse and
polarization functions were included to describe the excited state
in a better fashion. This should provide good agreement for
trends in the excitation energies. However, larger basis sets and
higher levels of theory are needed to obtain more accurate
excitation energies. The CIS(D) and TD-DFT methods were
used to calculate the vertical excitation energies and oscillator
strengths of the molecules in this study since they provide a
considerable improvement over CIS, even for small systems
such as benzene.42

A transition from the ground-stateψg to an excited stateψe

is dipole allowed if the integralµge ) 〈ψg|µ̂|ψe〉 is non zero,
whereµ̂ is the dipole moment operator.43 As is well-known from
group theory, the transitionψg T ψe will be dipole allowed
only if the direct triple productΓg × Γµ̂ × Γe contains the totally
symmetric representation; all other transitions are dipole for-
bidden. The intensity of the transition is determined by the
oscillator strength, which is proportional to the square of the
transition dipole moment:

whereωge ) 2πνge is the transition frequency.
A series of vibrational transitions within an electronic

transition leads to a Franck-Condon (FC) progression, and the
difference in bond lengths between the electronic states governs
the intensity distribution within this progression. The FC factor
is given by the square of the overlap of the initial and final
vibrational states. For a transition fromV′′ ) 0 in the ground
electronic state to vibrational levelV′ in the excited electronic
state, the FC factor is43

where the vibrational frequency and normal modes are assumed
to be the same in the ground and excited states. The dimension-
less normal mode displacement∆ is given by

wherex0i
g andx0i

e are the equilibrium values of theith normal
mode in the ground and excited state, respectively, andmi is
the reduced mass.

Transitions that are forbidden by the dipole selection rules
can gain intensity by vibronic coupling, if there are vibrations

fge )
2mωge|µge|2

3e2p
(1)

Fov ) |〈0g|Ve〉|2 ) 1
V!(∆2

2 )v

exp(-∆2/2) (2)

∆ ≡ ( ωi

mip)1/2

(x0i
e - x0i

g ) (3)
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of an appropriate symmetry that can couple the two electronic
states. One approach to compute the vibronic coupling is to
examine the coordinate dependence of the transition dipole
moment:43

Here, the term (∂µge/∂xi) connects the statesψg and ψe if the
product Γg × Γµ̂ × Γe × Γxi contains the totally symmetric
representation. Whenµge ) 0, the oscillator strength due to
vibronic coupling with modei is given by

This approach has been used to study the vibronic activity in
benzene44 and is employed here. In the present study, the triangle
molecule (TR) was displaced by 0.2 Å along suitable normal
modes, and the transition dipole moment was recalculated. The
vibronic contributions to the oscillator strength were computed
from the squares of the numerical derivative of the transition
dipole moment and the appropriate harmonic oscillator (HO)
matrix elements and the Franck-Condon factors for the
remaining modes. The HO matrix elements are

where ∆ is the dimensionless normal mode displacement
represented by eq 3.

Zero point vibration (ZPE) and thermal excitation of low-
frequency modes of the ground-state vibrations may also
contribute to the intensity of an electronic transition. The ZPE
contribution to the oscillator strength is given by

and the thermally averaged contribution is given by

where〈V|xi
2|V〉 ) p/mωi (V + 1/2). If higher terms in eq 4 are

ignored, the second derivative of the oscillator strength can be
obtained by substituting eq 4 into eq 1:

Results and Discussion

Structure and Symmetry from Electronic Structure Theory
Calculations.All the molecules studied have a planar geometry

in the equilibrium ground state. The linear systems DPA, DPB,
and LC belong to theD2h point group; the triangle molecule
(TR) is of D3h symmetry; boomerang (BM) hasC2V symmetry;
and the bowtie (BT) hasD2h symmetry. The ground state for
the linear molecules and BT is1Ag while the ground state of
TR is 1A′ and that of BM is1A1. The CtC bond lengths are all
in the range of∼1.19-1.22 Å, and the CtC symmetric
stretching frequencies are approximately 2200-2400 cm-1. For
a given level of theory, all of the CtC bond lengths are within
(0.003 Å of each other, and the CtC symmetric stretching
frequencies are within(30 cm-1 of each other. At the HF/3-
21G level of theory, the optimized conformers with the phenyl
rings constrained to be perpendicular to each other were 0.42
and 0.06 kcal/mol higher than the planar conformer in DPA
and DPB, respectively. In both the systems, the single imaginary
frequency present in the twisted structures corresponds to the
rotation of the phenyl rings. In LC, the structure with only one
of the terminal phenyl rings perpendicular to the rest of the
molecule was only 0.08 kcal/mol higher in energy than the
totally planar structure. With both the phenyl rings perpendicular
to the central ring, the optimized structure was about 0.17 kcal/
mol higher in energy than the planar conformation. This
structure had two imaginary frequencies corresponding to the
rotation of the two terminal rings. The energies of the twisted
conformers in all the linear systems are less than the thermal
energy (kT) at room temperature, and thus the terminal phenyl
rings behave as free rotors. This might lead to the broadening
of the absorption spectrum as in the ground state the various
rotomers are equally probable. By contrast, the triangle molecule
has no rotatable groups. However, there are six normal modes
with frequencies of less than 100 cm-1 that correspond to the
out-of-plane motion of the molecule. Thus, the triangle molecule
has considerable flexibility even though its connectivity prevents
any free rotation.

The first excited state was optimized withinD2h symmetry
for DPA, DPB, and LC using the CIS and TD-DFT methods.
The excited states correspond to aπ f π* transition of 1Bu

symmetry and the molecules remain planar. The ground- and
excited-state geometry and frequencies for DPA and DPB are
compared in Table 1. The main geometric changes are a
lengthening of the CtC bond by 0.04-0.06 Å and a shortening
of the adjacent C-C single bonds by 0.04-0.07 Å. This is
accompanied by a red-shift of the CtC symmetric stretching
frequencies of 150-250 cm-1. The phenyl C-C bonds closest
to the acetylenicπ system change by∼ +0.02 to+0.04 Å in
the excited state. In the central phenyl ring of LC, the C-C
bonds parallel to the long axis shorten by∼0.02 Å, resulting in
a quinoidal distortion. The changes are much smaller for the
remaining C-C bonds in the phenyl rings of the other structures.
Excited-state calculations at CIS/3-21G, TD-B3LYP/STO-3G,
and TD-B3LYP/3-21+G show very similar changes in geom-
etry. The twisted conformers of the excited states of DPA and
DPB were also optimized. The rotational barrier in the excited
state is 15.2 kcal for DPA and 1.6 kcal/mol for DPB at the
CIS/3-21G level of theory. A similar increase in rotational
barriers in the excited state has been noticed for 1,4-bis-
(phenylethynyl)benzene27 and in other phenylene-based conju-
gated oligomers.24

The first three excited states of the TR molecule were
optimized using the TD-DFT/STO-3G and TD-DFT/3-21+G
methods, and the changes are presented in Table 1. The details
of the excited states arising due to a transition from the highest
occupies molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO) are discussed later in the text. The

µge ) µge
0 + ∑

i)1

3N-6(∂µge

∂xi
)

0

xi + ... (4)

fge
vib )

2mωge(∂µge

∂xi
)2

〈0g|xi|Ve〉2

3e2p
(5)

〈0g|xi|Ve〉2 ) ( p
2mωi

)( 1
V!)(∆2

2 )v-1 (V - ∆2

2 )2

exp(-∆2/2) (6)

f eff ) f + ∑
i

∂
2f

∂xi
2

〈0|xi
2|0〉 + ...

) f + ∑
i

∂
2f

∂xi
2

p

2mωi

+ ... (7)

f eff ) f + ∑
i

∂
2f

∂xi
2
∑

V
〈V|xi

2|V〉 exp(-pωi(V + 1/2)

kT )
f eff ) f + ∑

i

∂
2f

∂xi
2( p

2mωi

+
p/mωi

exp(pωi/kT) - 1) (8)

∂
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2
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∂x )2

3e2p
(9)
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two A states retain theD3h symmetry and the E state optimized
to C2V symmetry. The changes in the bond lengths and
vibrational frequencies show the same trends observed in DPA
and DPB but are significantly smaller.

Steady-State Measurements.The absorption spectra of
compounds DPB, LC, and TR are depicted in Figure 1a, and
that of TR, LC, BM, and BT are depicted in Figure 1b. DPB
has a major peak at 330 nm, which corresponds to the1Ag to
1B1u transition.20,22 The other peaks are attributed to the
vibrational progression of carbon triple bonds7 and twisting of
the end phenyl rings. The “long chain” molecule (LC), which
is an extended version of DPB, displays a red-shift of ca. 30
nm in the absorption spectra and a low-energy peak at 360 nm.
The differences in the absorption spectra of structure DPBf
LC are similar to the differences observed in comparing
diphenylacetylene to 1,4-bis(phenylethynyl)benzene.27 The ab-
sorption spectrum of LC shows several vibronic features that
are overlapped and are not as clear as those seen in DPB. This
may be due to the fact that LC is more flexible than DPB.

Comparison of the spectra in Figure 1 may allow some of
the features to be rationalized on a phenomenological basis.
Although the principal absorption band in TR is similar to that
of DPB at 330 nm, there are two additional peaks at longer
wavelengths (360 and 370 nm) with extinction coefficients on
the order of∼5 × 104 mol-1 cm-1. On the basis of the linear

absorption spectra for the two systems (DPB and TR), it would
appear that their excitations are similar (apart from the two
additional peaks in the TR molecule at lower energy). The
identity of the low-energy peaks was examined by time-resolved
experiments as well as through calculations (see below).
However, the other features of the absorption spectra of DPB
and TR are very similar. This may suggest that the excitations
are localized on one (or two) of the linear chromophores in the
TR molecule. This hypothesis can be tested by examining the
electronic structure calculations. Furthermore, the origin of the
two additional peaks at lower wavelength may be attributable
to delocalized excitonic interactions of the sides of TR. Again,
the calculations can be used to test this possibility. Boomerang
(BM) has aλmax at 380 nm and a strong shoulder at 360 nm
and two weaker peaks at 404 and 422 nm. Bowtie (BT) has a
maximum absorption at 376 nm and low-energy resonances at
413 and 431 nm.10 The two low-energy peaks in BM and BT
appear to be similar to the two lowest energy absorption peaks
of TR, while the stronger absorption peaks at higher energy
are similar to the strong absorption peaks observed for the TR
and the LC molecule. This suggests that the excitations in BM
and BT have characteristics of both TR and LC. The red-shift
in these peaks for BM and BT relative to those in TR and LC
also suggest a strong intramolecular interaction in the macro-

TABLE 1: Comparison of Calculated Ground and Excited
State CtC Bond Length and Scaled Vibrational Frequencies
in DPA, DPB, and TRa,b

CtC C-C C-Ph frequencyb

DPA
ground state

HF/3-21G 1.192 1.432 2305.7
B3LYP/STO-3G 1.215 1.452 2259.2
B3LYP/3-21+G 1.216 1.425 2226.5

excited state
CIS/3-21G 1.247 1.371 2049.6
TD-B3LYP/STO-3G 1.259 1.402 2063.3
TD-B3LYP/3-21+G 1.253 1.378 2077.6

DPB
ground state

HF/3-21G 1.193 1.368 1.431 2363.1
B3LYP/STO-3G 1.222 1.384 1.449 2246.7
B3LYP/3-21+G 1.221 1.354 1.422 2248.9

excited state
CIS/3-21G 1.249 1.301 1.394 2164.8
TD-B3LYP/STO-3G 1.282 1.312 1.409 2097.6
TD-B3LYP/3-21+G 1.259 1.311 1.384 2112.2

TR
ground state

HF/STO-3G 1.180 1.401 1.453 2337.3
HF/3-21G 1.192 1.367 1.427 2498.2
B3LYP/STO-3G 1.223 1.382 1.445 2214.6
B3LYP/3-21G 1.219 1.349 1.414 2235.3

A′2 excited state
CIS/STO-3G 1.197 1.371 1.427 2215.5
TD-B3LYP/STO-3G 1.238 1.360 1.421 2163.2

A′1 excited state
CIS/ STO-3G 1.185 1.391 1.438 2186.1
TD-B3LYP/STO-3G 1.239 1.357 1.417 2126.8

E′ excited statec

CIS/ STO-3G 1.206 1.355 1.437 1953.8
1.181 1.399 1.449 1921.0

TD-B3LYP/STO-3G 1.236 1.362 1.432 2063.1
1.234 1.368 1.431 2183.2

a Bond lengths in Å, and scaled frequencies in cm-1 (scale
factor: 0.827 for HF/STO-3G and CIS/STO-3G, 0.9085 for HF/3-21G
and CIS/3-21G, 0.9156 for B3LYP/STO-3G and TD-B3LYP/STO-3G,
and 0.9614 for B3LYP/3-21+G and TD-B3LYP/3-21+G). b The sym-
metric CtC stretching mode.c E′ state is ofC2V symmetry. Figure 1. Comparison of the absorption spectra of (a) DPB, LC, and

TR and (b) TR, LC, BM, and BT.
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cycles. This qualitative, phenomenological analysis needs to be
tested by quantum mechanical calculations as well as time-
resolved (three-pulse photon echo) measurements as discussed
below.

Energy Levels and Molecular Orbitals.To understand the
excitation in the macrocycles better, it is necessary to first look
at the molecular orbitals involved in the transition. The lowest
electronic excitation in all these systems can be described
primarily as a delocalizedπ f π* transition. This involves the
excitation of an electron from the HOMO to the LUMO. There
is also a significant contribution from theπ′ f π′* excitation
(involving theπ orbitals of the triple bonds lying in theσ plane
of the rings and localized on the polyyne fragment), which is
of the same symmetry as theπ f π* transition. Figure 2 shows
the HOMO for the DPA, DPB, LC, and TR systems. The shapes
of the frontier orbitals are nearly identical at the HF and B3LYP
levels of theory. Theπ orbitals are delocalized, and the
conjugation between the triple bonds and the aromatic rings
can be seen clearly.

Inspection of the changes in the orbitals on going from DPA
to DPB shows that each orbital splits into twosa symmetric
and an anti-symmetricscombinations. This is seen better in
Figure 3a, which shows the relevant orbital energy levels of
DPA, DPB, LC, and TR. The calculations show that the size of
the HOMO-LUMO gaps and the splitting between individual
levels depends on the theory and basis set, but the overall pattern
remains the same. Due to the splitting of the orbitals, the
HOMO-LUMO gap decreases on going from DPA to DPB to
LC, and thus the excitation energy decreases. The magnitude
of the splitting and the shift in the lowest energy absorption
peak are measures of the conjugation in these systems.

One of the key questions to be addressed is whether the
excitations in the larger systems such as TR, BM, and BT are

localized on a DPB fragment or delocalized over larger subunits
or delocalized over the whole molecule. Figure 2 shows clearly

Figure 2. Highest occupied molecular orbital (HOMO) for DPA, DPB, LC, and TR at the B3LYP/6-31+G(d) level of theory (the HOMO in TR
is a degenerate pair, orbitalsπa andπb).

Figure 3. Orbital energy level diagrams for (a) DPA, DPB, LC, and
TR. (b) O, M, and LC (the HOMO-LUMO gap and the splitting
between the orbitals in eV is shown).
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that the frontier orbitals are not localized on individual arms.
The HOMO and LUMO for the triangular system are degenerate
pairs ofπ orbitals designatedπa, πb, andπa

/, πb
/, respectively.

The orbitals in the triangle are fully delocalized, and the splitting
between the HOMO and HOMO-1 and between the LUMO and
LUMO+1 are nearly the same as in the LC molecule. In LC,
the two DPB units are joined together in a para orientation.
When the two DPB units are connected in the ortho and meta
orientations, the splitting is smaller. In particular, the splitting
in the ortho system is about two-thirds of that in the LC system.
Thus the conjugation in O and M is not as strong as in LC, and
the decrease in the HOMO-LUMO gap in these systems
(compared to DPB) is not as large as in LC (Figure 3b). The
TR can be considered as three DPB units joined together at the
ortho position of the phenyl rings. Although the conjugation is
not as strong for the ortho linkage, there are three nearest-
neighbor interactions. When combined, these three interactions
yield an orbital splitting for TR similar to the LC molecule,
indicating that the strength of the conjugations in these
molecules is comparable. This issue of delocalization in para
versus meta conjugation has also been investigated in organic
dendritic structures and studied in phenylacetylene dendrimers
by Kopelman et al.45 Melinger et al.46 have likewise addressed
the issue of conjugative interactions in ortho-, meta-, and para-
substituted phenyl acetylene and dendrimers constructed from
these systems. Martinez and co-workers47 have studied the meta
conjugation and coupling in the excited states in phenyl
acetylene dendrimers.

Theoretical Investigation of the Absorption Spectra.The
0-0 transition energies for the lowestπ f π* transitions
calculated by the CIS, CIS(D), and TD-B3LYP methods are
collected in Table 2. The CIS method for excited states can be
compared to Hartree-Fock theory for the ground state. Overall
trends should be reproduced well, but details require a more
sophisticated treatment. The CIS(D) method provides a second-
order perturbation correction to the CIS excitation energies.
More accurate methods such as CASSCF,48-50 CASPT2,51-53

and EOM-CCSD54 would be desirable, but these are too
expensive for the large molecules considered in the present
work. An alternative is the time-dependent density functional
theory (TD-DFT). The TD-DFT method performs well for
valence excited states and can be applied to quite large systems.
However, there are systematic errors with the extended conjuga-
tion and charge-transfer states, and these errors grow with the
size of the system.55-57

As seen in Table 2, the calculated values of the individual
excitation energies depend strongly on the method and the basis
set. However, the overall trends in the calculations are in good
agreement with the experimental energies, showing progres-

sively lower excitation energies as the size of the molecules
increases. Figure 4 shows a plot of the excitation energies
calculated by the CIS(D)/3-21G, TD-B3LYP/3-21+G, and TD-
B3LYP/6-31+G(d) methods versus the experimental excitation
energies. There is a good correlation between the calculated
and experimental excitation energies, indicating that the various
levels of theory reproduce the key features of the absorption
spectrum.

Localized Versus Delocalized.The question of localized
versus delocalized transitions in the absorption spectra can be
addressed by examining the total electron density difference
between the ground state and the excited state. Figure 5 shows
the density difference plots for the lowest excited states of DPA,
DPB, LC, and TR computed at CIS/3-21G. Since the HOMO
and LUMO in TR are degenerate orbitals (E′′ symmetry), single
excitations from HOMO to LUMO give rise to four transitions
of A′1, A′2, and E′ symmetry. For the degenerate E′ transition,
the two density difference plots have been summed. The
delocalized nature of the excitations in each of the four
molecules can be clearly seen from this figure. When TR is
distorted along selected vibrational modes, the density difference

TABLE 2: Calculated Vertical Excitation Energies for the Lowest Transitionsa

CIS/3-21G CIS(D)/3-21G TD-B3LYP/STO-3G TD-B3LYP/3-21+G TD-B3LYP/6-31+G(d) expb

DPA 5.39 (230) 5.93(209) 4.97 (249) 4.22 (293) 4.07 (303) 4.14 (299)
DPB 4.87 (254) 5.64(219) 4.41 (281) 3.70 (334) 3.57 (347) 3.75 (330)
LC 4.51 (275) 5.12(242) 3.74 (330) 3.09 (400) 2.98 (415) 3.44 (360)
TR1c 4.44 (280) 5.06 (245) 3.67 (337) 3.07 (404) 2.94 (421) 3.35 (370)
TR2c 5.87 (212) 4.84 (257) 3.73 (332) 3.13 (396) 3.04 (407) 3.44 (360)
TR3 4.89 (253) 5.58 (222) 4.03 (307) 3.42 (362) 3.29 (376) 3.73 (332)
BM1 3.23 (383) 2.65 (468) 2.94 (422)
BM2 3.24 (382) 2.68 (462) 3.07 (404)
BM3 3.48 (356) 2.92 (424) 3.39 (366)
BT1 3.15 (393) 2.58 (481) 2.88 (431)
BT2 3.19 (388) 2.64 (469) 3.00 (413)
BT3 3.51 (353) 2.92 (242) 3.29 (376)

a Excitation energies in eV; values in parentheses correspond to wavelength in nm.b From the absorption spectrum shown in Figure 1.c The
0-1 transition (see Table 3 for details).

Figure 4. Comparison of calculated vs experimental transition energies
(see Tables 2 and 3 for notation).

Optical Excitations in C Architectures J. Phys. Chem. A, Vol. 110, No. 4, 20061311



plots remain fully delocalized. Even though the most intense
peaks of DPB and TR coincide, the present electronic structure
calculations indicate that lowest vertical excitations for TR are
not localized to individual DPB units but are fully delocalized
over the entire molecule.

Excitation Energies.Details of the calculated and experi-
mental excitation energies and oscillator strengths are collected
in Table 3. For benzene, the excitation energy of the E1u state
calculated at the TD-B3LY/6-31+G(d) level of theory are within
0.02 eV of the experimental values, and the calculated oscillator
strengths are within about 30% of the experimental value.58 The
CIS method overestimates the excitation energy by nearly 2
eV and the oscillator strength by about 20%. On going from
DPA to DPB, the first1Ag f 1Bu band is red-shifted (0.4 eV
experimentally, 0.3-0.5 eV calculated) as expected due to the
decrease in HOMO-LUMO gap resulting from increased
conjugation. In addition to theπ f π* transition, DPB has an
intense π′ f π′* transition. The present calculations are
consistent with the results of Hoshi et al.20 at the PPP level of
theory. However, the PPP calculations are unable to account
for the mixing of theπ f π* and π′ f π′* transitions. Since
the LC has more extended conjugation, the 0-0 transition shows
a larger red-shift relative to DPA (0.7 eV experimentally, 0.8-
1.1 eV calculated). In the triangular molecule, the only transition
calculated to have a large oscillator strength in this region has
1A′1 f 1E′ symmetry. In the CIS(D) calculations, this transition
comes at the same energy as obtained for DPB, just as is seen
experimentally. The TD-B3LYP calculations of this transition
are red-shifted as compared to DPB. This is a manifestation of
the systematic error seen in the polyenes in which the lowest
transitions show a greater red-shift as the length of the molecules
is increased.55 In the CIS(D)/3-21G and TD-B3LYP calculations,
there are also two additional low-energy transitions1A′1 f 1A′1

and1A′1 f 1A′2. The CIS method places the1A′1 excited state
at higher energy than the1E′, but the more accurate methods,
CIS(D) and TD-B3LYP, put both the1A′1 and1A′2 excited states
at lower energy than the1E′ state. More accurate calculations
would be needed to determine whether the1A′2 state is lower
in energy than the1A′1 state and to calculate the spacing between
these states. Both the1A′1 f 1A′1 and1A′1 f 1A′2 transitions
have zero electric dipole oscillator strength by symmetry. These
will be discussed in more detail below. In the BM and BT
molecules (see Table 2), the most intense 0-0 transition is red-
shifted when compared to the intense transition in the triangle
(ca. 0.4 eV experimentally, 0.5 eV calculated) indicating more
extensive conjugation. In addition, there are two peaks at a lower
energy that have significant oscillator strength. The ratio of the
calculated oscillator strengths of the two low-energy peaks to
that of the most intense peak is∼0.1-0.2 as compared to an
observed ratio of 0.4 in the extinction coefficients.

Vibrational Progression.The excitations in all the molecules
studied here are accompanied by the lengthening of the CtC
bond (see Table 1). Because the lengthening of the CtC bond
in DPA and DPB are comparable, both show a similar
vibrational progression. There is also a prominent vibrational
progression clearly visible in LC. Comparison with DPA and
DPB suggests that the second intense peak in the experimental
spectrum of TR is also the result of a vibrational progression.
The spacing in TR (1930 cm-1) is comparable to that observed
in DPA, DPB, and LC (2150 cm-1) and is consistent with a
vibrational progression in the symmetric CtC stretch. The
excited states for DPA, DPB, LC, and TR were optimized at
the TD-B3LYP level of theory with the STO-3G and 3-21+G
basis sets (Table 1). The differences in the ground- and excited-
state geometries were decomposed in terms of the ground-state
normal modes of vibration (similar results were obtained using

Figure 5. Density difference between the first excited state at CIS/3-21G and the ground HF/3-21G state for DPA, DPB, LC, and TR. The darker
(purple) color shows increased electron density in the excited state and the lighter (green) color shows decreased electron density relative to the
ground state.
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the excited-state normal modes). The Franck-Condon factors
were calculated using eq 2, and values for the more prominent
vibrational progressions are listed in Table 4. As seen from the
table, the symmetric CtC stretching frequency (∼2400 cm-1)
is the most active FC mode. For BM and BT, the most intense
peaks are red-shifted as compared to TR and would also appear

to show one or more vibrational progressions. However, the
overlap in this part of the spectra makes it more difficult to
discuss these in detail.

Photon Echo Experiments.The observed oscillator strengths
of the two low energy peaks in the absorption spectrum of the
BM molecule were approximately two times greater than that
found for the TR system’s lower energy peaks. This intriguing
finding, was further investigated by three-pulse photon echo
measurements. Measurements were carried out in vicinity (417
nm) of the two low-energy peaks observed in the absorption
spectrum of BM.

Shown in Figure 6 are the three-pulse-photon echo scans of
the BM system at population times∼0 fs and 33 ps for the two
different phase matching directions. It was noted that the echo
intensity (at a particularly low optical density at 417 nm) was
very high. The intensity was significantly larger than what was
obtained withâ-carotene with the same optical density. This
may be an indication of the relative magnitudes of the transition
dipole moment as well as the dephasing time for the BM
molecule.59 The transition moment for the BM may be a result
of the delocalized state involving the chromophore building
blocks constituting two triangular molecules (or a molecule
longer than the LC) and subsequently a larger echo intensity is
anticipated. The decay of the echo intensity may also give
information regarding the characteristics of the delocalized states
in BM as well. At population time 33 ps the echo was fit to a
Gaussian with a fwhm of∼70 fs. Previous reference measure-
ments with â-carotene (which has been reported to have a
dephasing time of 4 fs)60 gave an echo fwhm of∼65 fs. The

TABLE 3: Energies, Oscillator Strengths, and Description of the Calculated Transitions in DPA, DPB, LC, and TR

transition energy (eV) oscillator strengtha

descriptiona
CIS(D)/
3-21G

TD-B3LYP/
3-21+G

TD-B3LYP/
6-31+G(d) exp

CIS(D)/
3-21G

TD-B3LYP/
3-21+G

TD-B3LYP/
631+G(d)

Diphenyl Acetylene (DPA)
1Ag f 1B1u 0-0 5.93 4.22 4.08 4.14 0.61 0.67 0.65
π f π* + π′ f π′* 0-1b 6.18 4.47 4.33 4.35 0.23 0.25 0.24

0-2b 6.43 4.72 4.58 0.04 0.05 0.04

Diphenyl Butadiyne (DPB)
1Agf 1B1u 0-0 5.64 3.70 3.57 3.75 0.35 0.52 0.49
π f π* + π′ f π′* 0-1c 5.91 3.97 3.84 4.01 0.23 0.34 0.33

0-2c 6.18 4.24 4.11 4.27 0.07 0.11 0.10
1Agf 1B1u 0-0 - 5.71 5.53 4.77 - 1.09 1.14
π′ f π′* - π f π*

Long Chain (LC)
1Ag f 1B1u 0-0 5.12 3.10 2.98 3.44 1.28 1.58 1.53
π f π* + π′ f π′* 0-1c 5.39 3.37 3.25 3.69 0.52 0.64 0.62

0-2c 5.66 3.64 3.52 - 0.11 0.13 0.13
1Ag f 1B1u 0-0 - 5.64 5.44 4.59 2.43 2.46
π′ f π′* - π f π*

Triangle (TR)
1A′1 f 1A′2(TR1) 0-0 4.93 2.94 2.81 - 0.00 0.00 0.00
πaf πb* + πb f πa* 0-1d 5.06 3.07 2.94 3.35 2× 10-3 0.0022 -

1A′1 f 1A′1 (TR2) 0-0 4.76 3.05 2.95 - 0.00 0.00 0.00
πb f πb* - πaf πa* 0-1e 4.84 3.13 3.04 3.44 1× 10-3 0.0022 -

1A′1 f 1E′ (TR3) 0-0 5.58 3.42 3.29 3.73 1.32 1.12 1.14
πaf πb* - πb f πa* 0-1f 5.85 3.69 3.56 3.97 0.38 0.32 0.33
πaf πa* + πb f πb* g

a For vibrational progressions, the oscillator strengths are multiplied by the Franck-Condon factors (see Table 4).b Assuming a progression in
the CtC stretch (using a spacing of 2049.6 cm-1 obtained from CIS/3-21G calculation on the excited state of DPA).c Assuming a progression in
the CtC stretch (using a spacing of 2164.8 cm-1 obtained from CIS/3-21G calculation on the excited state of DPB).d Vibronic coupling involving
a e′ vibration (estimated using the ground-state vibrational mode at 1090.1 cm-1 at HF/3-21G and 1027.12 cm-1 at B3LYP/3-21G).e Vibronic
coupling involving a e′ vibration (estimated using the ground-state vibrational mode at 690.76 cm-1 at B3LYP/3-21G).f Assuming a progression
in the CtC stretch (using a spacing of 2164.8 cm-1 obtained from CIS/3-21G calculation on the excited state of DPB).g The second member of
the degenerate pair.

TABLE 4: Ground-State Vibrational Frequencies and
Franck-Condon (FC) Factors

FC factor (eq 2)

molecule
frequency
(unscaled) V ) 0 V ) 1 V ) 2

DPAa 1052.9 0.845 0.142 0.012
1212.3 0.752 0.214 0.030
1732.3 0.718 0.237 0.039
2467.4 0.589 0.311 0.082

DPAb 1022.9 0.826 0.157 0.014
1166.6 0.837 0.149 0.013
1615.9 0.771 0.200 0.026
2315.9 0.688 0.257 0.048

DPBa 1052.1 0.938 0.059 0.001
1732.6 0.913 0.083 0.003
2453.8 0.187 0.314 0.263

DPBb 990.6 0.884 0.109 0.006
1617.8 0.871 0.119 0.008
2339.2 0.519 0.340 0.111

LCa 1026.7 0.857 0.132 0.010
1722.1 0.788 0.187 0.022
2443.5 0.665 0.271 0.055

TRa 1011.8 0.883 0.109 0.006
1582.3 0.913 0.082 0.003
2384.4 0.748 0.217 0.031

a TD-B3LYP/STO-3G data.b TD-B3LYP/3-21+G data.
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dephasing time of the BM can be estimated to be∼50 fs within
the time resolution of our experiment and analysis. However,
at room temperature strong electron-phonon coupling and
complex non-Markovian dynamics of the system make the
description of the electronic dephasing more complicated.61 A
more detailed measure of the system dynamics may be obtained
fromthethree-pulsephotonechopeakshiftmethod(3PEPS).28,29,32,33

Shown in Figure 7 is the 3PEPS result as a function of
population timeT. As it can be observed from the figure, there
is a relatively large initial peak shift value atT ) 0, which
drops to zero asT rises above 100 fs. An initial peak shift value
of ∼28 fs was obtained for the BM system at room temperature
measured at 417 nm. The BM system’s initial peak shift is
comparable to that reported for BIC J-aggregates (28 fs)62 as
well as for PIC J-aggregates.63 The initial peak shift value
observed for BM at room temperature compares with other well-
investigated systems, which demonstrated relatively weak
coupling to the bath.30,62,63The presence of a large peak shift
is an indication of a relatively weak electron phonon (vibronic)
coupling in this carbon-rich system. It is established that the
3PEPS as a function of population timeT closely follows the
shape of a transition frequency correlation function.28,29 Fast

decaying correlation function approaches theδ-shaped correla-
tion function of the Bloch model (fast modulation limit).
However, numerical simulation of our photon echo peak shift
data using Brownian oscillator model59 showed that the system
remains in slow modulation limit, when the time scale of nuclear
motions 1/Λ is slower than compared with the magnitude of
transition frequency fluctuations (coupling strength∆). The ratio
k ) Λ/∆ was estimated to be∼0.4< 1 in our case. This result
is in agreement with the observed Gaussian shape of both
absorption lines of the doublet, while the static inhomogeneous
broadening is negligibly small (see below). The initial fast decay
of the photon echo peak shift (∼27 fs) for the BM molecule is
also comparable to that observed for BIC J-aggregates, where
the decay was found to have time constants of 26 and 128 fs.62

It was suggested that the fast decay of 26 fs might be due to
inertial component in the water. Joo et al.63 observed single-
exponential decay of photon echo peak shift of PIC J-aggregates
with a time constant of∼107 fs and suggested that origin of
this decay is due to mechanisms involving exciton-phonon
scattering processes. Another interesting feature of the peak shift
decay for the BM is the absence of intermediate time scale decay
components and a very small 3PEPS value right after 200 fs. It
was shown29,33that the nonzero residual value of the peak shift
indicates the presence of static disorder (inhomogeneous
broadening) in the system. For the BM annulene the peak shift
decayed to zero, suggesting that there is little or no contribution
to inhomogeneous broadening; thus, the system is effectively
homogeneous after∼100 fs at room temperature in solution.
This may be due to the rigid homogeneous structure as well as
due to the possibility of a motional narrowing effect as was
observed in the exciton description of J-aggregates.62,63

Interpretation of the Calculated Absorption Spectra

In the BM and the BT, the two transitions at lower energy
are allowed by symmetry and have nonzero intensities. This is
supported by the large photon echo signal observed for the BM.
At the TD-B3LYP/3-21+G level of theory, the oscillator
strengths for these transitions are 10-20% of the most intense
transition. Experimentally, the extinction coefficients for the
low-energy peaks are about 40% of the most intense peak. To

Figure 6. 3-pulse photon echo for the BM.

Figure 7. 3-pulse photon echo peak shift.
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obtain better agreement with the experimental intensities for
BM and BT, calculations with larger basis sets would be needed,
but these are not practical at this time. The experimental
spectrum of the TR molecule (Figure 1) also shows two smaller
peaks at energies lower than the most prominent band and with
intensities 30% of the most intense peak. The CIS(D) and TD-
B3LYP calculations indicate twoπ f π* transitions in this
region, but they have zero oscillator strength due to symmetry.
As an attempt to understand how the two peaks of TR gain
intensity, we looked at two possible mechanisms: thermal
excitation and vibronic coupling. For the bis-annulenes, we
would like to understand the spectra of BM and BT in terms of
the TR and DPB subunits. Therefore, we developed a simple
exciton model to examine the interaction of the DPB units that
form the TR and the TR units that form the BM and BT systems.

Origin of the Two Low-Energy Peaks in the Spectrum of
TR. The HOMO and LUMO of TR are both doubly degenerate
orbitals with E′′ symmetry, hence four states can be generated
from a HOMOf LUMO excitation. A similar situation arises
in benzene.44 The symmetries of these four states are E′′ × E′′
) A′1 + A′2 + E′. The transition to the E′ state is dipole allowed
as mentioned above and accounts for the most intemse peak in
the spectrum. The transitions from the ground state to the A′1
and A′2 states are dipole forbidden and hence have zero
oscillator strength. The spacing between the two low intensity
peaks is 750 cm-1. This is much smaller that the spacing seen
in the vibrational progression in the E′ state. The data from Table
4 also do not reveal any significant vibrational progression
involving frequencies in this range. Thus it is unlikely that these
two peaks arise from an excitation to a single state with a
vibrational progression. Furthermore, a vibrational progression
due to Franck-Condon overlap cannot lead to any intensity
for these transitions.

As indicated above, the triangle molecule is flexible, and it
is possible that thermal excitation of ground-state vibrations may
contribute to the intensity of the low-energy peaks. For thermal
displacements in the harmonic approximation, the effective
oscillator strengths can be calculated using eqs 7 and 8. By
symmetry, only the transition dipole derivatives with respect
to the e′ vibrational modes are nonzero and contribute to∂2f/
∂xi

2. The derivatives of the transition dipole moments were
calculated numerically at the TD-B3LYP/STO-3G level of
theory. The molecule was displaced along each of the e′ normal
modes, and the transition dipole was recalculated. The data are
collected in Table 5 and show that the contributions to the
intensity from zero point vibration and thermal excitation are
small in the harmonic oscillator approximation. This approach
is probably appropriate only for the low-frequency modes. Even
though the mean squared displacement can be sizable for the
low-frequency modes, the transition dipole derivatives are small.
However, each of the low-frequency modes can contribute and
the sum of the values is significant. Molecular dynamics
simulations would permit better estimations of the intensities
beyond the approximation of the harmonic vibrations and linear
dependence of the transition dipole. If this is the mechanism
by which these peaks gain intensity, then changes in temperature
and solvent viscosity should alter the intensity of the peaks in
the experimental spectrum.

Another mechanism by which dipole forbidden bands can
gain intensity is through vibronic coupling. The situation in TR
is analogous to benzene, where the doubly degenerate HOMO
and LUMO orbitals give rise to B2u, B1u, and E1u symmetry
excited states. Transitions from the ground state to the B2u and
B1u states are dipole forbidden but gain intensity due to vibronic

coupling with e2g symmetry vibrational modes.44 In TR, the
corresponding transitions have1A′1 f 1A′2 and 1A′1 f 1A′1
symmetry and can couple to normal modes of e′ symmetry to
gain intensity. The STO-3G data in Table 5 serves as a guide.
The molecule was displaced along several e′ modes (frequencies
of 744, 826, 1091, and 2466 cm-1 for CIS(D)/3-21G and 691,
775, 1027, 2257, and 2351 cm-1 for TD-B3LYP/3-21+G).
These modes are the distortion of the benzene rings and the
CtC stretching. The1A′1 f 1A′2 transition gains intensity
primarily due to coupling with the CtC stretching and also by
coupling to ring distortion modes. The1A′1 f 1A′1 transition
couples to the ring distortion mode at 691 cm-1. However, the
vibronic coupling calculations yield relative intensities that are
2 orders of magnitude smaller than seen in the experimental
spectrum. Thus the two smaller peaks observed at lower energies
in the experimental spectrum of the TR could be attributed to
either vibronic coupling in the excited state or thermal motion
in the ground state. However, neither mechanism predicts
intensities comparable to experiment.

Exciton Model for the Annulenes and Bis-annulenes.To
gain further insight into the excited states of the various
conjugated systems, it is instructive to develop a simple exciton
model. The various systems discussed above can be built from
overlapping DPB units. The low lying excited states of these
systems can be constructed from linear combination of excited
configurations localized to individual DPB units and charge
transfer (CT) excitations between neighboring DPB units.
Because the DPB units are coupled, these excitations must be
allowed to interact in a configuration interaction (CI) manner
via an appropriate Hamiltonian. Harcourt et al.64-66 have
provided a detailed theoretical framework for constructing
exciton models to describe excited-state interactions and energy

TABLE 5: Vibrational Frequencies,a Transition Dipole
Derivatives, and Thermal and Vibronic and Contribution to
the Intensity for the A ′2 and A′1 Excited States of TR

frequency
(in cm-1)

(2mωge(∂µge/∂x)2)/
3e2p (in Å-2)

thermal
averaged

(eq 8)

vibronic
coupling

(eq 5)

A′2 State
180.2 0.037 1.28× 10-3 5.27× 10-4

521.7 0.050 2.19× 10-4 1.87× 10-4

582.3 0.097 3.19× 10-4 2.83× 10-4

692.3 0.007 2.91× 10-5 2.71× 10-5

786.4 0.175 6.15× 10-4 5.88× 10-4

1031.4 0.800 1.63× 10-3 1.60× 10-4

1274.4 0.970 5.07× 10-3 5.05× 10-3

1421.8 0.107 3.93× 10-4 3.93× 10-4

1557.7 0.100 4.52× 10-4 4.51× 10-4

1582.1 2.850 1.01× 10-2 1.01× 10-2

1675.1 2.175 4.43× 10-3 4.43× 10-3

1716.3 4.125 7.52× 10-3 7.51× 10-3

2384.0 4.552 2.68× 10-3 2.68× 10-3

A′1 State
180.2 0.007 2.57× 10-4 1.05× 10-4

521.7 0.017 7.67× 10-5 6.53× 10-5

582.3 0.080 2.62× 10-4 2.32× 10-4

692.3 0.540 2.09× 10-3 1.95× 10-3

786.4 0.257 9.05× 10-4 8.65× 10-4

1031.4 0.295 5.99× 10-4 5.91× 10-4

1274.4 0.037 1.96× 10-4 1.95× 10-4

1421.8 0.027 1.00× 10-4 1.00× 10-4

1557.7 0.232 1.05× 10-3 1.04× 10-3

1582.1 0.127 4.54× 10-4 4.53× 10-4

1675.1 0.207 4.23× 10-4 4.23× 10-4

1716.3 0.847 1.54× 10-3 1.54× 10-3

2384.0 0.067 3.97× 10-5 3.97× 10-5

a Unscaled ground-state frequencies of e′ symmetry at B3LYP/STO-
3G.
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transfer processes. Alternatively, a very simple exciton model
of larger molecules such as TR, BM, and BT can be constructed
by obtaining the necessary matrix elements for the CI Hamil-
tonian by fitting to the excited-state calculations of smaller
molecules that contain DPB units in the appropriate orientations.

In a simple model, the lowest excited states of a DPB unit
can be constructed from its highest occupiedπ orbital and lowest
unoccupiedπ* orbital. These orbitals can be used to describe
the excitations of the DPB units in the O, M, LC, and TR
molecules. The TD-DFT calculations conform best to this simple
model. Hence, the eigenvalues and approximate eigenvectors
from these calculations were used to build an approximate
Hamiltonian in theπ MO basis. The MO values were assumed
to be simple symmetry adapted combinations of localizedπ
andπ* orbitals (e.g., for LC,π1 ( π2 andπ1* ( π2*).

The Hamiltonian was transformed into the localized basis of
excitations on a single DPB unit,π1 f π1*, π2 f π2*, and
charge-transfer excitations between neighboring DPB units,π1

f π2*, π2 f π1*.
In the first stage of the analysis, the various TD-DFT

calculations on O, M, and LC were used to construct a simple
exciton model for comparison with the calculations on TR, BM,
and BT. The matrix elements from the ortho system are
sufficient to describe the interactions between two of the DPB
units in TR. However, to complete the exciton model for the
TR molecule, some additional matrix elements are needed that
cannot be obtained from the ortho system. These are coupling
matrix elements between CT excitations that involve all three
DPB units in the TR molecule. Specifically, the elements are
of the type H(π1 f π2*, π2 f π3*), H(π1 f π2*, π3 f π2*)
and H(π1 f π2*, π1 f π3*).

These matrix elements were assigned the same magnitude and
this magnitude was adjusted to obtain a similar splitting between
the two lowest states of TR as in the TD-DFT calculations.
Without these matrix elements, the A′2 state is predicted to be
higher in energy than the E′ state.

The simple exciton model is in very good agreement with
the TD-DFT calculations for O, M, and LC because they were
used to derive the matrix elements. For TR, the energies are
within 0.15 eV of the corresponding TD-DFT calculations,
except for the highest state. When this model is applied to the
BM and BT systems, it predicts the first excited state to be ca.
0.6 eV lower than in LC. This compares quite favorably to the
experimentally observed lowering of 0.50-0.56 eV. The next
10 states are within 0.2 eV of the TD-DFT values, showing
that the exciton model captures the important trends in these
systems.

In a second stage, a better exciton model was obtained by
fitting to calculations on O, M, LC, and TR. This exciton model
yields energies within 0.07 eV of the corresponding TD-DFT

calculations for all of theπ excitations considered in O, M,
LC, and TR. When compared to TD-DFT/3-21+G calculations
on BM and BT, the mean absolute deviation for the first 15
states of each molecule is 0.11 eV. The various matrix elements
for this exciton model are summarized in Table 6. The diagonal
elements for theπ f π* excitations localized to a single DPB
unit for the meta and para cases are chosen to be the same as
determined for ortho. The magnitude of the CT energies are
similar to the localπ f π* excitation; the CT energy for the
ortho case is 0.29 eV smaller than for para. The interaction
matrix elements between the various localized excitations range
from -0.45 eV to +0.30 eV. The interactions are more
stabilizing in the ortho and para geometries than in the meta
orientation, reflecting the orbital interactions through the benzene
ring that couples the two arms of theπ systems in O, M, and
LC.

For the TR molecule, the lowest two states have A′2 and A′1
symmetry, respectively, and have zero oscillator strength in the
CIS(D) and TD-DFT calculations. In the exciton model, the
A′2 state involves only CT excitations, (π1 f π2* + π2 f π3*
+ π3 f π1*) - (π1 f π3* + π3 f π2* + π2 f π1*), and the
electric dipole oscillator strengths of the individual excitations
sum to zero by symmetry. The A′1 state involves both localized
π f π* excitations as well as CT excitations, (π1 f π1* + π2

f π2* + π3 f π3*) + λ(π1 f π2* + π2 f π3* + π3 f π1*)
+ λ(π1 f π3* + π3 f π2* + π2 f π1*), and oscillator strengths
of these localized excitations also sum to zero by symmetry.
As discussed above, the A′2 and A′1 states can gain some
intensity through vibronic coupling and/or thermal vibrational
motion. The lowestπ f π* transition with substantial intensity
has E′ symmetry. In the exciton model this state involves a
combination of localizedπ f π* states and CT states.

Figure 8 shows the evolution of the states for TR, BM, and
BT as the interactions are included in a stepwise fashion. When
the interaction between a pair of neighboring DPB units is turned
on, four states result. As expected, these are very strong
interactions, accounting for about half of the spread in excitation
energies seen in BM and BT. When a third DPB unit is brought
in to complete the triangle, the interactions increase further and
yield the nine states of TR. The lowest A′1, A′2, and E′ states
of TR evolve from the lowest two states of the ortho molecule.
By symmetry the E′ transition is dipole allowed but the A′
transitions are forbidden. Last, the two triangles are allowed to
interact to form the BM and BT molecules. The lowest energy
peaks arise from the two low-energy states in the triangle
moieties interacting with each other. They gain intensity by also
interacting with the E′ states of the triangles. The E′ states of
the triangle moieties also interact strongly and account for the

TABLE 6: Matrix Elements for the Exciton Model
Obtained by Fitting to the B3LYP/3-21+G TD-DFT
Calculations (in eV)

type of matrix elements ortho meta para

Diagonal Elements
π1 f π1* (localized on a single DPB unit) 3.754 3.754 3.754
π1 f π2* (charge transfer between

neighboring units)
3.695 3.739 3.989

Interaction Elements
π1 f π1*/π2 f π2* -0.099 -0.100 -0.017
π1 f π1*/π2 f π1* 0.307 0.103 -0.447
π1 f π1*/π1 f π2* 0.248 -0.075 -0.346
π1 f π2*/π2 f π1* 0.121 -0.105 0.044
π1 f π2*/π2 f π3* -0.041 -0.041 -0.041
π1 f π2*/π3 f π2* 0.190 0.190 0.190
π1 f π2*/π1 f π3* 0.248 0.248 0.248
π1 f π1*/π2 f π3* 0.061 0.061 0.061
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groups of intense peaks in the spectra. The eigenvectors from
the exciton model indicate that the transitions in BM and BT
are delocalized over the whole molecule and not localized on
one of the TR units.

The simple exciton model is successful in capturing the main
trends in these systems. There is a good correlation between
the excitation energies predicted by the exciton model and the
energies computed by TD-DFT calculations. This model can
be used to study much larger systems built from DPB units.
Thus, it is a useful and efficient tool to understand the excitations
in such large conjugated systems.

Conclusion

From the comparison of the absorption spectra of molecules
DPB, LC, TR, BM, and BT, we suggest that the excitations in
BM and BT have the characteristics of TR and LC. The lowest
energy absorption peaks in TR and BM may have contributions
from vibronic and excitonic coupling. The present calculations
show that the excitations in these systems are primarily
delocalizedπ f π* transitions involving electron transfer from
the HOMO to the LUMO. From the shape of the molecular
orbitals and electron density difference plots, it is clear that the
transitions are delocalized over the whole system for all the
molecules studied. The calculated excitation energies are in good
qualitative agreement with the experimental values. On going
from DPA to the larger molecules, the most intense 0-0
transition is red-shifted due to the increased conjugation. There
is a strong vibrational progression in the transition and the
symmetric CtC stretching frequency is the most active FC
mode. The results from the simple exciton model calculations
are in good agreement with the TD-DFT calculations and

reproduce the trends quite well. Our calculations (CIS(D), TD-
DFT and exciton model) show that the two low-energy
transitions in TR are not allowed by symmetry. However, these
transitions may gain some intensity to vibronic coupling in the
excited state or thermal motion in the ground state. The
corresponding two transitions in BM and BT have nonzero
intensities since they are allowed by symmetry and are computed
to have significant intensity. The three-pulse photon echo
measurements for BM further suggested a delocalized excitation
with a relatively weak coupling to the bath (solvent interactions).
The allowed transition in this system lead to a large photon
echo intensity and a large initial three-pulse photon echo peak
shift value. The small residual peak shift value (at longer
population times) suggests that the contribution from real
inhomogeneous broadening is small for BM. The measurements
and calculations reported in the present study provide further
insight into an interesting organic molecular architecture which
may have optical and electronic applications in the future.
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