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Recent advances in nonlinear optics and strong-field chemistry highlight the need for calculated properties of
organic molecules and their molecular ions for which no experimental values exist. Both static and frequency-
dependent properties are required to understand the optical response of molecules and their ions interacting
with laser fields. It is particularly important to understand the dynamics of the optical response of multielectron
systems in the near-IR (λ ∼ 800 nm) region, where the majority of strong-field experiments are performed.
To this end we used Hartree-Fock (HF) and PBE0 density functional theory to calculate ground-state first-
order polarizabilities (R) for two series of conjugated organic molecules and their molecular ions: (a) all-
trans linear polyenes ranging in size from ethylene (C2H4) to octadecanonene (C18H20) and (b) polyacenes
ranging in size from benzene (C6H6) to tetracene (C18H12). The major observed trends are: (i) the well-
known nonlinear increase ofR with molecular size, (ii) a significant increase ofR upon ionization for larger
systems, and (iii) for larger ions, the dynamic polarizability at 800 nm is much larger than the static
polarizability. We have also compared the HF and PBE0 polarizabilities of the linear polyenes up to octatetraene
calculated with second-order Moller-Plesset perturbation theory (MP2) and coupled cluster theory with
single and double excitations (CCSD). For neutral molecules the results at the PBE0 and HF levels are
very similar and ca. 20% higher than the MP2 and CCSD results. For molecular ions, results at the HF,
PBE0, MP2, and CCSD are all very close. We discuss the size scaling and frequency dependence ofR, and
provide simple models that capture the origin of the change in the static and dynamic polarization upon
ionization.

Introduction

Accurate information about optical properties of conjugated
molecules is highly desirable because such molecules are used
in a variety of technologically important applications. Opto-
electronic logical circuits,1 three-dimensional optical data
storage,2-5 photo dynamic therapy,6 and biological imaginig7,8

are just a few of the key applications. One of the most important
optical properties of conjugated molecules is their polarizability.
The polarizability of conjugated molecules has drawn consider-
able attention in the past few decades, mostly in the context of
linear (or weak-field) excitations.9-14 Polarizabilities of first,
second, and higher orders have been calculated15 for polyethyl-
ene,16-19 polyacetylene,18,20-23 polyacenes,24,25 and poly-
thiophenes26 as well as for donor-acceptor substituted poly-
mers.27-30 Static polarizabilities have been calculated using finite
field, coupled perturbed Hartree-Fock (HF), and sum-over-
states methods. Time-dependent Hartree-Fock (TDHF) and
coupled electron oscillator approaches have been used for the
calculation of dynamic polarizabilities. Investigatons using the
Pariser-Parr-Pople (PPP) Hamiltonian yielded scaling laws
for polarizability of polyenes.31,32 The saturation of the polar-

izability with increasing molecular size has been examined with
PPP, semi empirical, and Hartree-Fock methods.28,33-35 Density-
functional calculations of the polarizabilities of conjugated
oligomers using small basis sets do not compare well with
known experimental values.36 More accurate calculations of the
polarizability of conjugated systems require larger basis sets as
well as a suitable treatment of electron correlation.37

The above-mentioned applications of polarizability stem from
the design of conjugated materials with specifically desired
optical properties in the weak field regime. When molecules
are placed in strong electromagnetic fields, such as the electric
field of a laser, they not only undergo electronic excitation and
internal conversion but also may ionize, which changes their
optical properties considerably. To control and predict the
outcomes of laser-matter interaction, knowledge of the optical
properties of the various transient species involved in the
excitation process is required. For example, recent measurements
in strong-field laser chemistry of organic molecules38-41 suggest
that the formation of radical cations plays a major role in the
laser-matter interaction. It is becoming increasingly clear that
processes in the manifold of excited states of the ion are as
important as those occurring in the neutral manifold before
ionization. These processes are governed by the optical proper-
ties of the nascent species immersed in the laser field. Thus, to
understand and predict the outcomes of strong-field laser-
molecule interaction, one needs to know the radical cation
polarizability, as well as that of the neutral molecules. Although
optical properties of neutral organic molecules (gas-phase, liquid,
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or solid) are routinely measured by spectrochemical methods,
much less experimental information exists regarding of ionic
species, due to difficulty of producing significant quantities of
ions in gas phase.

Recently, a model of nonresonant strong field molecular laser
excitation38,39,42,43 was shown to agree quantitatively with
experiment on a series of large organic molecules.38,39 In this
theory, a molecule subjected to a strong oscillating electric field
undergoes a series of successive nonadiabatic energy absorption
stages, resulting ionization, and fragmentation. At each stage
of this sequential process, the rate-limiting step is the transfer
of the electron population from the system’s ground electronic
state to the manifold of excited states via a Landau-Dykhne
type doorway transition.44 The transition probability depends
sensitively on a key electronic property of a molecule, its
polarizability, the calculation of which is the main subject of
this paper.

The majority of molecular physics experiments are performed
in the near-infrared (λ ∼ 800 nm) wavelength region, where
the energy of the laser photon,pω ∼ 1.55 eV, is smaller than
the typical energy gap,∆ ∼ 2-3 eV, separating the ground
electronic state from the excited-state manifold in a representa-
tive conjugated polyatomic molecule. In the weak-field regime
(at laser intensities less than 1012 W‚cm-2), the nonresonant
electronic response of an atom or molecule to this low-frequency
laser field is adiabatic.45 Under such adiabatic conditions,
knowledge of field-free optical properties, e.g., static polariz-
abilities, is sufficient for a theoretical understanding of the
interaction. However, in the majority of strong-field experiments
involving polyatomic molecules, nonadiabatic processes of
energy deposition are expected to occur. At sufficiently high
laser intensities and/or frequencies where the coupling becomes
highly nonadiabatic, laser fields induce a collective response
of the electrons that results in irreversible energy deposi-
tion.38,39,42,43The probability of nonadiabatic electronic transi-
tions depends sensitively on the frequency of the driving laser
field. It is natural then, that frequency-dependent optical
properties of molecules and their ions should be of great interest
for predicting the probability of nonadiabatic processes.

Gas-phase polarizabilities for molecular ions (and dynamic
polarizabilities in particular) are very difficult to obtain experi-
mentally. However, the calculation of polarizabilities of ions is
no more difficult than for neutrals. Static isotropic polarizabili-
ties of molecular ions have been studied theoretically, although
not as extensively as for neutral molecules. For example, the
static polarizabilities of the molecular ions of naphthalene have
been calculated46,47 for charge states of the ion ranging from
+2 to -2 and varies from 15 to 25 Å3. However, it is dynamic
polarizabilities (of both neutral molecules and their cations) that
are primarily relevant in the investigations of laser-molecule
interaction. To the best of our knowledge, dynamic polariz-
abilities have not received the attention they deserve, either
theoretically or experimentally.

In this paper, we describe a theoretical study of the static
and dynamic polarizabilities of two series of polyatomic
molecules and their molecular ions. The trends in polarizability
are investigated as a function of molecular size andπ electron
conjugation. First, the level of theory is validated by comparing
calculated results with experiment for a number of neutral
molecules and with high level calculations on several of the
smaller neutral molecules and their cations. Then we use the
same level of theory to compute the static and dynamic
polarizabilities of polyenes (from butadiene, C4H6, to octade-
canonene, C18H20) and polyacenes (from benzene, C6H6, to

tetracene, C18H12). To aid the understanding of the trends in
these series, we have developed qualitative and semiquantitative
relations between the sets of data on static and dynamic
polarizabilities.

Computational Method

Calculations were carried out with the development version
of the GAUSSIAN48 series of programs. Several levels of theory
were used to compute polarizabilities: closed shell and restricted
open shell Hartree-Fock (HF and ROHF), density functional
theory (DFT) with the PBE0 hybrid functional49,50(also known
as PBE1PBE), closed shell and restricted open shell second-
order Moller-Plesset perturbation theory51-55 (MP2 and ROMP2),
and closed shell and spin unrestricted coupled cluster theory
with singles and doubles excitations56-59 (CCSD and UCCSD).
The 6-31G(d) basis set60,61 was used for HF, DFT, MP2, and
CCSD calculations and is a split valence basis augmented with
one set of polarization functions on the carbon atoms. The
6-311+G(2d,2p) basis set62-65 was used for the HF and DFT
calculations and is a triple split valence basis augmented with
two sets of polarization functions on all atoms and one set of
diffuse functions on carbon atoms. Geometries were optimized
at the MP2/6-31G(d) and PBE0/6-311+G(2d,2p) levels of
theory for the neutrals and cations of the linear polyenes and
polyacenes.

Density functional methods using the local density approxi-
mation (LDA) have not been considered because they consis-
tently overestimate the polarizability due to the locality of
LDA.76 DFT methods using the generalized gradient approxi-
mation (GGA) include the gradient of the density and involve
a fit to selected experimental data and fulfillment of a number
of basic physical constraints. Hybrid functionals mixes in a
predefined amount of HF exchange with a GGA functional.
Among the frequently used hybrid functionals, PBE0 gives
remarkably good vertical excitation energies72 and polarizabili-
ties.72,74The recently developed Vignale-Kohn current-density-
functional seems to give very promising results for longπ
conjugated systems.76,77Although not available for the present
study, it will be worthwhile to consider in future work.

The static first-order polarizability,R(0), and dynamic first-
order polarizability,R(ω), were calculated using an analytical
derivative approach66

whereW ) 〈ψ|Ĥ - i∂/∂t|ψ〉/〈ψ|ψ〉 is the pseudo energy,Eωi is
the frequency-dependent electric field in theith direction, and
E0j is the static electric field. The isotropic polarizability is given
by the average of the diagonal elements of the polarizability
tensor,

The sum-over-states approach yields the same value for both
R(0) andR(ω) as the energy derivative method but involves
the rather difficult task of computing all the singly excited states
and their transition dipole moments from the ground state.
However, it is quite useful for analyzing the physical meaning
of the trends in the polarizabilities. In this formalism, the tensor
elements of the static and dynamic polarizability are given,
respectively, by

Rij(ω) ) - ∂
2W

∂Eωi∂E0j
(1)

Riso ) 1
3
(Rxx + Ryy + Rzz) (2)
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wheree is the unit vector in the electric field direction, so that
µi

gn ) 〈ψg
(0)|∑eaia |ψn

(0)〉 is the transition dipole moment from
the ground state to staten in the ith direction,pωgn ) En - Eg

is the transition energy, andpω is the photon energy.
The excited-state energies,En, were computed at the PBE0/

6-311+G(2d,2p) level of theory using time-dependent density
functional theory (TDDFT).67-71 In the framework of the sum-
over-states approach, these were used to determine whether the
polarizabilities are dominated by nonresonant collective mul-
tielectron response or by resonant state-specific response. The
excitation energies were also employed to reveal the scaling
relations between the static and dynamic polarizabilities of the
neutrals and cations.

Results and Discussion

To establish an appropriate computational method for study-
ing the dynamic polarizabilities of the polyene and polyacene
neutrals and cations, we compared the HF, PBE0, MP2, and
CCSD levels of theory for ethylene, butadiene, hexatriene,
octatetraene, and their respective molecular+1 cations. The
PBE0 functional was selected because it yields better static and
dynamic polarizabilities and excitation energies for small
molecules than B3LYP and other frequently used functionals.72-74

As noted above, other new functionals may also give similar
results. The 6-31G(d) basis set was chosen to make the CCSD
polarizabilities computationally affordable for octatetraene.
Table 1 lists the components of the calculated polarizability
tensors, and Figure 1 shows the axial components of the
polarizabilities. For the neutral systems, the polarizabilities
obtained at the Hartree-Fock and PBE0 levels are very similar.
The polarizabilities calculated at MP2 and CCSD levels agree
well with each other and are lower than the HF and DFT results.
This concurs very well with previous results for linear polyenes
at the HF and MP2 levels with similar basis sets.75-78 The PBE0
polarizability of octatetraene is 4% greater than the HF
polarizability and 18-23% greater than the MP2 and CCSD
polarizabilities. For the cations, the ROMP2 and UCCSD values
also agree well with each other. In contrast to the neutrals, the
ROHF and UPBE0 polarizabilities are very close to the MP2
and CCSD results. Overall, among the applied levels of theory,
the polarizabilities vary by 9% for ethylene, 16% of butadiene,
4% for hexatriene, and 10% for octatetraene relative to the mean
value. These results are quite encouraging, because much larger
systems can be studied with HF and DFT approaches than with
conventional correlated methods.

Table 2 compares the experimental values of static isotropic
polarizabilities for a number of polyenes and polyacenes with
our calculations at the HF/6-311+G(2d,2p) and PBE0/6-311+G-
(2d,2p) levels of theory. Previous calculations for various small
molecules indicate that two sets of polarization functions and a
set of diffuse functions are generally needed to obtain satisfac-
tory agreement with experimental polarizabilities.79 However,

for the axial polarizability of larger polyenes, there is less
need for large basis sets.17 Butadiene is the only polyene for
which experimental polarizability has been reported, and it
has also been studied with a variety of theoretical methods and
a wide range of basis sets.78,80-84 The polarizabilities of
butadiene calculated in the present work are 6.52, 8.10, and
8.13 Å3 at the PBE0/6-31G(d), PBE0/6-311+G(2d,2p), and HF/
6-311+G(2d,2p) levels of theory, respectively. The value of
8.10 Å3 fortuitously agrees perfectly with the experimental value
of 8.10 Å3 obtained from an extrapolation of refractivity data
to infinite wavelength.78,85These results confirm once more that
to accurately calculate the polarizability of smaller polyenes,
one needs larger basis set (cf. Hurst).17

Calculations for benzene, naphthalene, anthracene, and tet-
racene agree well with experimental results. Specifically, the
calculated values differ from experimental ones by 0.3-10%
at the HF/6-311+G(2d,2p) level of theory and 1.5-15% at the
PBE0/6-311+G(2d,2p) level of theory. For a variety of small
molecules, calculations with a more flexible basis set79 (devel-
oped by Sadlej specifically for molecular properties such as
polarizabilities) yield results that are closer to experiment.72

However, this basis set is not practical for the larger members
of either series.

When the same method is used for the ions, the calculated
values are expected to be of similar quality and can be used
with confidence in the absence of experimental data for these
systems. Table 2 also shows calculated and experimental single
excitation energies of three of the neutral linear polyenes and
four of the polyacenes. For the lowest energy dipole-allowed

Rij(0) ) 2∑
n

µi
gnµj

ng

pωgn

(3)

Rij(ω) ) ∑
n ( µi

gnµj
ng

pωgn - pω
+

µj
gnµi

ng

pωgn + pω) )

2∑
n ( µi

gnµj
ng

pωgn - (pω2)/ωgn
) (4)

TABLE 1: Static Polarizabilities of Neutral and +1 Cations
of Ethylene, Butadiene, Hexatriene, and Octatetraene
Calculated at the HF, PBEO, MP2, and CCSD Levels of
Theory with the 6-31G(d) Basis Seta

molecule level Rxx Ryy Rzz Riso

ethylene HF 2.95 1.24 4.84 3.01
PBE0 2.99 1.27 4.57 2.94
MP2 2.97 1.21 4.29 2.83
CCSD 2.95 1.21 4.31 2.82

ethylene+1 ROHF 2.45 1.14 4.83 2.81
UPBE0 2.46 1.19 3.92 2.52
ROMP2 2.45 1.14 3.71 2.43
UCCSD 2.44 1.14 4.14 2.57

butadiene HF 5.44 2.27 12.09 6.60
PBE0 5.63 2.32 11.61 6.52
MP2 5.54 2.22 10.34 6.03
CCSD 5.48 2.22 10.26 5.98

butadiene+1 ROHF 2.78 2.15 12.91 5.95
UPBE0 5.28 2.20 12.36 6.61
ROMP2 1.53 2.13 13.95 5.24
UCCSD 5.29 2.12 13.79 7.07

hexatriene HF 7.88 3.28 23.04 11.40
PBE0 8.20 3.35 22.99 11.51
MP2 8.02 3.21 19.36 10.20
CCSD 7.94 3.21 18.78 9.98

hexatriene+1 ROHF 8.37 3.15 29.04 13.52
UPBE0 7.88 3.21 27.32 12.80
ROMP2 8.64 3.09 28.02 13.24
UCCSD 7.85 3.09 29.69 13.54

octatetraene HF 10.31 4.29 37.74 17.44
PBE0 10.74 4.37 39.22 18.11
MP2 10.45 4.20 31.32 15.32
CCSD 10.38 4.19 29.67 14.75

octatetraene+1 ROHF 12.58 4.14 49.95 22.22
UPBE0 10.47 4.22 49.44 21.38
ROMP2 4.09 3.05 50.11 19.08
UCCSD 10.46 4.07 52.49 22.34

a Polarizabilties were calculated at the MP2/6-31(d) optimized
geometries for both neutral molecules and molecular ions.
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transitions, the differences range from 0.02 to 0.3 eV (1-8%),
which is typical for the PBE0/6-311+G(2d,2p) level of theory.73

The results shown in Tables 1 and 2 serve to validate the
computational methodology, which is used to calculate the
polarizabilities for the neutrals and singly charged cations of
polyenes and polyacenes. Tables 3 and 4 list the principal
components of the polarizability tensors, as well as the isotropic
polarizabilities. There is good agreement between the HF and
PBE0 calculations. As was found previously for other func-
tionals,36 the differences increase with system size, rising to
21% for C18H20. Notably, the polarizabilities of the cations are
generally larger than that of the corresponding neutrals, and this
difference increases with the size of the system. Tables 3 and
4 also present the dynamic polarizabilities calculated at 800 nm
(equal to 1234.7 cm-1 or 1.55 eV). As expected, the near-IR
R(ω) are larger than theR(0) but, unexpectedly, the effect is
much greater for the cations than for the neutrals. The static
and frequency-dependentRiso for the linear polyenes series and
the polycyclic aromatics series are plotted in Figures 2 and 3,
respectively. In all cases, the polarizabilities show a supralinear
increase with system size. In the next subsections, we will
examine these trends more closely.

Size Dependence of the Polarizabilities.It is well-known
that for a homologous series of nonconjugated molecules in the

same charge state, polarizabilities generally increase linearly
with increasing number of charged particles. However, for
conjugated systems composed of strongly interacting subunits,
such as the polyenes and polyacenes considered in the present
work, model calculations have shown thatR increases supra-
linearly for small oligomers.16-19,26,32,86-89 Eventually, the rate
of increase per subunit saturates,19,21,25,26,86,88,90but this occurs
for systems significantly larger than those in the current study.
TheRiso of the polyenes, polyacenes, and their cations are plotted
in Figures 2 and 3 as a function of system size. Both series
clearly show the expected supralinear increase with size. A
closer look at the polarizability tensor reveals that this nonlin-
earity is almost exclusively due to the component along the long
molecular axis, as expected. By contrast, the two components
perpendicular to the long axis increase approximately linearly
with the increasing chain length, i.e., proportionally to the
number of charged particles. This linear increase in the two
components perpendicular to the long axis is also observed for
polythiophenes.26 For both series, theR along the long axis rises
much faster than linearly as a result of increasingπ electron
conjugation as the molecule becomes longer. In this case, in
accordance with a simple coupled oscillator picture,91 the energy
difference between the ground state and the first excited state
decreases with increasing chain length. Furthermore, the transi-
tion dipole matrix elements increase with the system size. Both
effects can be seen in Tables 5 and 6, which list the energies
and transition dipoles for the lowest excited states with large
contributions to the axial polarizabilities. Thus, in the sum-over-
states picture, eqs 3 and 4, the denominators become smaller
and the numerators become larger, thereby increasing theR more
rapidly than linearly with increasing chain length.

These results contribute to the ongoing discussion of influence
of electronic system’s anisotropy on the mechanisms of its
coupling with linearly polarized laser fields.92,93The supralinear
increase in the longitudinal component of the polarizability with
increasing molecular size should significantly affect the orien-
tational selectivity of the coupling of these molecules with the
laser field. Indeed, an increasing anisotropy of an electronic
system’s response is expected to result in more efficient coupling
with the laser of the subset of molecules aligned with the
direction of polarization of the electric field. This premise is
implicit in models of molecular interaction with strong laser
fields, e.g., the structure-based field ionization model,94,95 the

Figure 1. Static and dynamic axial polarizabilities of the linear
polyenes and their cations as a function of carbon chain length,
calculated using HF, PBE0, MP2, and CCSD with the /6-31G(d) basis
set.

TABLE 2: Calculated and Experimental Static Isotropic
Polarizabilities and Excited-State Energies for Selected
Neutral Molecules

polarizability (Å3) excited-state energy (eV)

molecule level Rcalc
a Rexp S1calc

a S1exp

Linear Polyenes
butadiene PBE0 8.10 8.1074,75 5.75 5.7388

HF 8.13
hexatriene PBE0 13.77 4.75 4.9388

HF 13.59
octatetraene PBE0 21.07 4.09 4.4189

HF 20.32

Polyacenes
benzene PBE0 9.89 10.38b

HF 9.77
naphthalene PBE0 17.29 17.03b 4.37 4.45

HF 16.88
anthracene PBE0 26.33 25.55b 3.29 3.8490

HF 25.47 3.4591

tetracene PBE0 37.02 32.27b 2.50 2.6092

HF 35.53 2.7293

a Calculated at the PBE0/6-311+G(2d,2p) geometries.b Average of
experimental values quoted in ref 94.
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nonadiabatic multielectron excitation model,38,39,42,43and the
nonadiabatic charge localization model.96 Though the predictions
of these models are well supported by experimental data, some
other data on the strong-field ionization of polyatomic molecules
(including some molecules used in this work) has been

interpreted by Hankin et al.92,93 as evidence for isotropic
ionization yield from molecules of varying shapes. These
quantitative results on the spatial dependence of the polariz-
ability of conjugatedπ-electron systems suggest that the
controversy is due to other factors, such as dark states or widely

TABLE 3: Static and Dynamic Polarizabilitiesa (Å3) of Neutral Polyenes and Polyacenes Calculated at the PBE0/
6-311+G(2d,2p) and HF/6-311+G(2d,2p) Levels of Theoryb

ω ) 0 cm-1 ω ) 1234.7 cm-1

molecule level Rxx Ryy Rzz Riso Rxx Ryy Rzz Riso

Linear Polyenes
butadiene PBE0 6.34 5.12 12.82 8.10 6.41 5.21 13.39 8.34

HF 6.02 5.23 13.12 8.13
hexatriene PBE0 9.21 7.11 24.98 13.77 8.32 7.22 26.90 14.14

HF 8.73 7.26 24.78 13.59
octatetraene PBE0 12.30 9.06 41.85 21.07 12.48 9.19 46.75 22.81

HF 11.40 9.26 40.29 20.32
decapentene PBE0 15.16 11.01 64.19 30.12 15.40 11.16 74.82 33.79

HF 14.09 11.33 60.51 28.64
dodecahexene PBE0 18.00 12.95 92.07 41.01 18.30 13.12 112.57 48.00

HF 16.69 13.24 82.21 37.38
tetradecaheptene PBE0 20.85 14.88 125.55 53.76 21.22 15.03 161.78 66.03

HF 19.32 15.22 108.11 47.55
hexadecaoctene PBE0 23.68 16.82 164.77 68.42 24.14 17.03 224.99 88.72

HF 21.95 17.20 137.03 58.73
octadecanonene PBE0 26.53 18.75 209.10 84.79 27.08 18.99 303.68 116.58

HF 24.57 19.18 167.12 70.29

Polyacenes
benzene PBE0 11.67 6.32 11.67 9.89 11.94 6.40 11.94 10.09

HF 11.41 6.49 11.41 9.77
naphthalene PBE0 17.86 9.34 24.67 17.29 18.33 9.45 25.63 17.80

HF 17.31 9.59 23.73 16.88
anthracene PBE0 24.15 12.31 42.54 26.33 25.05 12.45 44.97 27.49

HF 23.61 12.63 40.17 25.47
tetracene PBE0 30.66 15.26 65.13 37.02 32.68 15.44 70.17 39.43

HF 30.50 15.66 60.44 35.53

a Rxx is the polarizability along the short axis in the plane of the molecule,Ryy is the polarizability perpendicular to the plane,Rzz is the polarizability
along the long molecular axis, andRiso is the isotropic polarizability.b Polarizabilities were calculated at the PBE0/6-311+G(2d, 2p) geometries.

TABLE 4: Static and Dynamic Polarizabilitiesa (Å) of Polyene and Polyacene Cations Calculated at the PBE0/6-311+G(2d,2p)
and HF/6-311+G(2d,2p) Levels of Theoryb

ω ) 0 cm-1 ω ) 1234.7 cm-1

molecular ion level Rxx Ryy Rzz Riso Rxx Ryy Rzz Riso

Linear Polyenes
butadiene+1 UPBE0 5.62 3.78 12.99 7.46 7.14 4.01 12.87 8.01

ROHF 3.70 3.94 13.17 6.93
hexatriene+1 UPBE0 8.44 5.69 28.58 14.24 8.68 5.75 32.78 15.74

ROHF 8.79 5.94 30.19 14.98
octatetraene+1 UPBE0 11.29 7.61 52.16 23.69 11.77 7.69 64.30 27.92

ROHF 13.21 7.93 52.98 24.71
decapentene+1 UPBE0 14.13 9.54 84.93 36.20 15.37 9.64 114.70 46.57

ROHF 15.46 9.92 84.33 36.57
dodecahexene+1 UPBE0 16.99 11.47 128.11 52.19 44.01 11.59 238.35 97.98

ROHF 19.49 11.92 124.36 51.92
tetradecaheptene+1 UPBE0 19.86 13.40 183.05 72.11 17.70 13.54 301.89 111.04

ROHF 22.65 13.91 174.18 70.25
hexadecaoctene+1 UPBE0 22.74 15.33 251.12 96.40 21.50 15.50 492.80 176.60

ROHF 26.73 15.91 234.16 92.26
octadecanonene+1 UPBE0 25.64 17.27 333.68 125.53 24.71 17.45 818.45 286.87

ROHF 30.46 17.90 305.11 117.82

Polyacenes
benzene+1 UPBE0 10.08 5.00 11.21 8.76 10.31 5.05 11.70 9.02

ROHF 9.68 5.17 12.33 9.06
naphthalene+1 UPBE0 17.31 7.98 26.45 17.24 18.00 8.06 31.58 19.21

ROHF 17.25 8.28 33.59 19.71
anthracene+1 UPBE0 23.38 10.94 49.25 27.85 24.61 11.04 65.63 33.76

ROHF 22.85 11.29 50.67 28.27
tetracene+1 UPBE0 29.70 13.88 80.90 41.49 36.22 14.00 147.15 65.79

ROHF 30.52 14.34 82.07 42.31

a Rxx is the polarizability along the short axis in the plane of the molecule,Ryy is the polarizability perpendicular to the plane,Rzz is the polarizability
along the long molecular axis, andRiso is the isotropic polarizability.b Polarizabilities were calculated at the PBE0/6-311+G(2d, 2p) geometries.
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varying chemical functionality. Thus, the present work is of
current interest to the strong-field laser chemistry community.

Charge-State Dependence of the Polarizabilities.When a
molecule is ionized, one of the electrons contributing to the
polarizability is removed. Therefore, one might expect the
polarizability of the cation to be smaller than that of the
corresponding neutral. This is indeed the case for atoms and
small molecules. For neutral Ne, the experimental polarizability
is 0.392 A3, whereas for the cation it is 0.192 Å3.97 Similar
behavior is found in the case of butadiene (8.10 Å3 calculated
for the neutral and 7.46 Å3 for the cation) and benzene (9.89
and 8.76 Å3, respectively). However, for larger molecules, such
as the extended conjugated systems examined in this study, the
situation is more complicated. As can be seen from the data in
Tables 3 and 4, the components of the polarizability perpen-
dicular to the long molecular axis generally decrease upon
ionization, showing behavior typical of small and weakly
coupled systems. However, polarizabilities along the long axis
of these molecules increase upon ionization for all members of
the two series of molecules (except for benzene at the PBE0/
6-311+G(2d,2p) level). Other than for butadiene and benzene,
this increase more than offsets for the loss of polarizability in
the other two directions.

As the sum-over-states analysis shows, for the polyenes, the
increase in axial polarizability on ionization is primarily due to
a decrease in the excitation energies appearing in the denomina-
tor of the sum-over-states formulas. Table 5 shows that lowest
excitation energies are dominated by transitions from the highest
occupied molecular orbital (HOMO) to the lowest unoccupied
molecular orbital (LUMO); they decrease by 15-25% on
ionization. The transition dipole matrix elements that appear in
the numerator of the sum-over-states formulas remain nearly
constant on ionization. For the polyacenes, the situation is more
complicated, as indicated in Table 6. In the neutral systems,
the configurations arising from the HOMO to LUMO+1
excitation and the HOMO-1 to LUMO excitation are nearly
equal in energy. However, these configurations interact strongly
forming symmetric and antisymmetric combinations and lift the
near degerneracy.98 The symmetric combination is lower in
energy, but it has only a very small dipole matrix element in
the longitudinal direction and therefore does not contribute much
in the corresponding polarizability. The higher energy, anti-
symmetric combination has a larger transition dipole and by
this virtue accounts for a substantial fraction of the axial
polarizability. In the cation, the energies of the HOMO to
LUMO+1 transition and the HOMO-1 to LUMO are ap-
preciably different. As a result the linear combination of the
two excited states that corresponds to the higher energy state
has a larger coefficient for the HOMO to LUMO+1 transition
and a slightly smaller transition dipole moment along the
molecular axis, compared to the neutral. The lower energy state
has a larger coefficient for the HOMO-1 to LUMO transition.
This latter state has also a larger transition dipole along the
molecular axis than the corresponding state in the neutral. Thus,
it is the lower energy state that accounts for a significant fraction
of the increase in the polarizability for the cation.

For short polyene neutrals and cations, the longitudinal
component of the polarizability (Rzz), can be modeled quite well
by Rzz ) aNb, whereN is the number of carbons.15 The values
of b calculated for the neutral linear polyenes in Table 1 are
1.47. 1.54, 1.43, and 1.39 for the HF, PBE0, MP2, and CCSD
levels of theory with the 6-31G(d) basis set. For the polyene
cations in Table 1,b ) 1.86. 1.82, 1.63, and 1.83 for the ROHF,
UPBE0, ROMP2, and UCCSD levels of theory, respectively.
Using the data in Table 3,b ) 1.71 and 1.91 for the neutral
polyene polarizabilities computed at the HF/6-311+G(2d,2p)
and PBE0/6-311+G(2d,2p) levels of theory. The values ofb
calculated for the polyene cations in Table 4, 2.08 by ROHF,
and 2.21 by UPBE0, are 16-22% higher than for the neutrals.
All of these calculations indicate that experimental polarizabili-
ties should also show a larger scaling factor for the cations than
for the neutrals.

Frequency Dependence of the Polarizabilities.For both
series of molecules, the near-IRR(ω) are larger than theR(0)
by as much as a factor of 2.3. Again, this can be readily
understood when bothR(ω) andR(0) are expressed using the
sum-over-states picture. The transition dipoles appearing in the
numerators of both equations are the same, because the
summation occurs over the same states. However, for each state,
the contribution in eq 4 is smaller than in eq 3 because the
excitation energies appearing in the denominator are reduced
by the photon energypω. The increase is far more dramatic
for the corresponding cations. Because the excitation energies
for the polyene cations are smaller than for the neutrals, the
reduction in the denominator of eq 4 due to the photon energy
is proportionately greater. For the polyacenes, the lower energy
state of the cation has a much larger transition dipole than the

Figure 2. Static and dynamic isotropic polarizabilities of the linear
polyenes and their cations as a function of carbon chain length,
calculated using PBE0/6-311+G(2d,2p).

Figure 3. Static and dynamic isotropic polarizabilities of the polyacenes
and their cations as a function of carbon chain length, calculated using
PBE0/6-311+G(2d,2p).
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neutral. This change in the numerator of eq 4 results in a larger
difference between the static and dynamic polarizability for the
cation than for the neutral.

The R(ω) of dodecahexene cation is noticeably larger than
that expected from the trends shown in Figure 2. The cause of

this irregularity is that the frequency of the applied field, 800
nm (1.55 eV), is nearly resonant with the first excited state of
the dodecahexene cation, 1.5352 eV (calculated by TDDFT with
PBE0/6-311+G(2d,2p)). Figure 4 shows the response of the
polarizability for dodecahexene, C12H14, as the frequency of the

TABLE 5: Excited-State Energies and Transition Dipole Moments of Neutral and+1 Cations of Linear Polyenes Calculated
Using TDDFT at the PBE0/6-311+G(2d,2p) Level of Theory

transition electric dipole
moment components

molecule excited-state energy (eV)
electron transitions

(TDDFT coefficients) X Y Z oscillator strength

butadiene 5.7453 HOMOf LUMO (0.61) -0.4851 0.0000 2.1024 0.4851
butadiene+1 4.7828 HOMOf LUMO (0.80) -0.4832 0.0000 1.9114 0.4832

HOMO-1 f LUMO+1 (0.17)
hexatriene 4.7484 HOMOf LUMO (0.60) -1.0706 0.0000 2.8495 1.0779
hexatriene+1 3.8849 HOMOf LUMO (0.73) -0.1157 0.0000 3.0482 0.8856

HOMO-1 f LUMO+1 (-0.13)
octatetraene 4.0878 HOMOf LUMO (0.60) -1.6054 0.0000 3.5280 1.5047
octatetraene+1 3.3047 HOMOf LUMO (0.70) -1.8459 0.0000 3.5824 1.3149

HOMO-1 f LUMO+1 (-0.14)
decapentene 3.3248 HOMOf LUMO (0.57) -0.3397 0.0000 4.9389 1.9963
decapentene+1 2.8898 HOMOf LUMO (0.66) -0.1270 0.0000 4.9727 1.7519

HOMO-1 f LUMO+1 (-0.15)
dodecahexene 3.2629 HOMOf LUMO (0.60) -0.3247 0.0000 5.4099 2.3480
dodecahexene+1 2.5728 HOMOf LUMO (0.64) -0.1320 0.0000 5.8876 2.1860

HOMO-1 f LUMO+1 (-0.17)
tetradecaheptene 2.9864 HOMOf LUMO (0.60) -0.3297 0.0000 6.1337 2.7606
tetradecaheptene+1 2.3209 HOMOf LUMO (0.62) -0.1312 0.0000 6.7790 2.6140

HOMO-1 f LUMO+1 (-0.18)
hexadecaoctene 2.7632 HOMOf LUMO (0.60) -0.3362 0.0000 6.8299 3.1655
hexadecaoctene+1 2.1146 HOMOf LUMO (0.60) -0.1112 0.0000 7.6542 3.0357

HOMO-1 f LUMO+1 (-0.20)
octadecanonene 2.5815 HOMOf LUMO (0.60) -0.3439 0.0000 7.4967 3.5619
octadecanonene+1 1.9418 HOMOf LUMO (0.54) -0.1291 0.0000 8.5151 3.4501

HOMO-1 f LUMO+1 (-0.21)
HOMO-2 f LUMO+2 (0.11)

TABLE 6: Excited-State Energies and Transition Dipole Moments of Neutral and+1 Cations of Linear Polyacenes Calculated
Using TDDFT at the PBE0/6-311+G(2d,2p) Level of Theory

transition electric dipole
moment components

molecule excited-state energy (eV)
electron transitions

(TDDFT coefficients) X Y Z oscillator strength

benzene 5.5157 HOMO-1 f LUMO (-0.49) -0.0001 0.0000 -0.0005 0.0000
HOMO-1 f LUMO +1 (0.15)
HOMO f LUMO (0.15)
HOMO f LUMO +1 (0.49)

7.0785 HOMO-1 f LUMO (-0.24) 0.5963 0.0000 1.7714 0.6058
HOMO-1 f LUMO +1 (0.34)
HOMO f LUMO (-0.34)
HOMO f LUMO +1 (-0.24)

benzene+1 4.6085 HOMOf LUMO (0.92) 0.0045 0.0000 -0.4592 0.0274
HOMO-1 f LUMO +1 (0.09)

7.1045 HOMOf LUMO (0.27) 0.0061 0.0000 1.4856 0.3841
HOMO-1 f LUMO +1 (0.67)

naphthalene 4.5523 HOMO-1 f LUMO (0.51) 0.0000 0.0000 -0.0144 0.0000
HOMO f LUMO +1 (0.52)

5.9742 HOMO-1 f LUMO (0.43) 0.0000 0.0000 2.9633 1.2852
HOMO f LUMO +1 (-0.42)

naphthalene+1 2.0052 HOMO-1 f LUMO (0.98) 0.0000 0.0000 1.0958 0.0590
HOMO f LUMO +1 (0.12)

5.9867 HOMO-1 f LUMO (0.57) 0.0000 0.0000 2.6420 1.0238
HOMO f LUMO +1 (-0.34)

anthracene 3.9469 HOMO-1 f LUMO (0.50) 0.0000 0.0000 -0.0385 0.0001
HOMO f LUMO +1 (0.51)

5.2529 HOMO-1 f LUMO (0.43) 0.0000 0.0000 3.9833 2.0419
HOMO f LUMO +1 (-0.42)

anthracene+1 5.1736 HOMO-1 f LUMO (0.99) 0.0000 0.0000 3.6192 1.6603
HOMO f LUMO +1 (0.11)

5.1736 HOMO-1 f LUMO (0.58) 0.0000 0.0000 3.6192 1.6603
HOMO f LUMO +1 (-0.33)

tetracene 3.5544 HOMO-1 f LUMO (0.52) 0.0000 0.0000 -0.1202 0.0013
HOMO f LUMO +1 (0.50)

4.7333 HOMO-1 f LUMO (0.43) 0.0000 0.0000 4.8989 2.7830
HOMO f LUMO +1 (-0.41)

tetracene+1 1.6624 HOMO-1 f LUMO (0.97) 0.0000 0.0000 -2.1314 0.1850
HOMO f LUMO +1 (0.13)

4.6861 HOMO-1 f LUMO (0.58) 0.0000 0.0000 4.4360 2.2592
HOMO f LUMO +1 (-0.32)
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field is varied, revealing a discontinuity at the resonance energy,
thus yielding an enhanced polarizability for the near-resonant
case. This is an example of polarizability significantly affected
by a resonance, i.e., state-specific response, in contrast to
polarizability arising from the collective response of the electron
density to the external field. For all other molecules and ions
examined in this work, the collective response of the electrons
is the dominant mechanism affecting polarizability.

The dramatic increase, rather than decrease in the polariz-
ability along the longest direction upon ionization should have
significant implications for the coupling of the cations with the
laser field. The large polarizability of the ground electronic state
results in a large dynamic Stark shift in the applied electric field.
As shown in our other publications,38,39 the large Stark shift of
the ground electronic state should exponentially increase the
probability of nonadiabatic electronic transitions to the excited-
state manifold. Thus, when a system becomes more polarizable
upon ionization, the probability of its further nonadiabatic
excitation will exponentially increase. Conversely, when a cation
is less polarizable than the corresponding neutral (which is
typically the case for atoms and small molecules), the probability
of nonadiabatic excitation of the cation will be exponentially
reduced. For some polyatomic molecules, such as butadiene and
benzene, this reduction in polarizability upon ionization results,
in accordance with observations,99,100 in increased probability
of detecting intact molecular ions following nonresonant excita-
tion. The search for a universal ionization method producing
intact molecular ions has been a long-standing problem in
molecular laser physics. Understanding of the evolution of a
system’s polarizability during the coupling with a laser pulse
will allow for more accurate predictions of the intact molecular
ion yield following strong-field excitation.

Models for Predicting the Polarizabilities of the Cations.
In the discussion so far, we have described qualitatively some
of the competing factors that play an important role in
determining the polarizability as a function of the size, shape,
and charge state of a molecule. The systematic changes in the
excitation spectra suggest that the changes in the polarizability
of neutral polyenes and their cations may be predicted semi-
quantitatively. Except for state-specific cases, such as theR-
(800 nm) of dodecahexene described above, many states
contribute to the polarizability when computed using the sum-
over-states formalism. In nonresonant cases, systematic changes
in the entire spectrum of excited states have a greater effect on
the calculated polarizability than specific changes in an indi-

vidual state. Hence, there may exist simple scaling relations
that take into account the changes in energy denominators of
eq 3 and 4. The scaling factor can be estimated from the lowest
energy excitation making significant contributions to the polar-
izability in the sum-over-states formalism. For example, the
static polarizabilities of ions may be estimated from the static
polarizabilities of the neutral by eq 5. The dynamic polariz-
abilities of ions may be estimated from the static polarizabilities
of ions by eq 6 or using the dynamic polarizabilities of neutrals
by eq 7:

where pωgs
0 ) Es

0 - Eg
0 and pωgs

+1 ) Es
+1 - Eg

+1 refer to
relevant excitation energies for the neutral and cation, respec-
tively. Equation 6 is obtained from the ratio of eqs 3 and 4.

Some discretion is needed in selecting the excited states for
eqs 5-7. Most importantly, the excited states chosen for both
the neutral molecule and the corresponding cation must be
dominated by the same orbital transitions. Table 5 shows that
the lowest excited state for a neutral polyene and the corre-
sponding state for the cation are both dominated by a HOMO
to LUMO transition and have transition dipoles oriented along
the long axis. Figure 5a shows that the simple scaling relations
given by eqs 5-7 work remarkably well. On the other hand,
the lowest excited states of polyacene involve a strong interac-
tion between two transitions, and the weighting changes when
the molecule is ionized. In this case, a simple scaling procedure
does not work.

Even though eqs 5-7 give quite good results, excited-state
calculations are costly for the larger molecules. Alternatively,
it may be possible to estimate the scaling factor more cheaply
using the orbital energies. Because the excitation energies for
the polyenes are dominated by the HOMO to LUMO transitions,
the trends in the excitation energies employed in eqs 5-7 can
be approximated by using the HOMO-LUMO orbital energy
differences:

whereε0 andε+1 are theR orbital energies of the neutral and
the cation, respectively. Figure 5b shows that the static and

Figure 4. Isotropic polarizability of the ground state of positively
charged ion of dodecahexene, C12H14

+, calculated in the range of laser
frequencies including the resonance with the first excited state.
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dynamic polarizabilities of the polyene cations are approximated
reasonably well by eqs 8-10, though not as well as by eqs
5-7.

Conclusions

We have used Hartee-Fock and hybrid density functional
calculations to investigate the static polarizabilities and the
dynamic polarizabilities atλ ) 800 nm of two sets polyatomic
neutral molecules and their singly charged molecular cations.
The first set is a series of eight all-trans linear polyenes; the
second set consists of four polycyclic aromatics. The Hartree-
Fock and PBE0 density-functional theory calculations are
calibrated by comparing the results with those obtained by
second-order Moller-Plesset perturbation theory and coupled-
cluster theory with singles and doubles excitations.

In both series of molecules, the polarizabilities in the
directions perpendicular to the long axis of the molecules
increase linearly with the size of a molecule, reflecting an
increase in the number of electrons in the system. Polarizabilities
along the long axis of a molecule increase supralinearly as the
length of the molecule increases. This supralinear increase can
be understood in terms of increasingπ-electron conjugation that
decreases the excitation energy.

For both the neutrals and the cations, the dynamic polariz-
abilities are always greater than the static polarizabilities. Such
increases in polarizability in oscillating fields have important
implications for the probabilities of nonadiabatic excitation of

these systems in near-IR laser fields. We find that, except in
the case of dodecahexene, the dynamic polarizabilities show
nonresonant response.

Except for the smallest member in each series (benzene and
butadiene), polarizability increases upon ionization (electron
removal), and this increase becomes more pronounced with
larger molecular size, particularly in the case of dynamic
polarizabilities. For example, for octadecanonene and tetracene
cations, the relative increases in polarizability along the long
axis of the molecule are∼245%. Such behavior of the
polarizabilities of large molecules is qualitatively different from
that of small molecules (or atoms), for which polarizabilities
decrease upon ionization. This again has significant implications
for the mechanism of coupling of such molecules and their
nascent ions with the strong near-IR laser field.

For the polyenes, the increase of polarizability upon ionization
can be explained in terms of a decrease in the excitation energy
when the molecule is ionized. The qualitative trends can be
turned into semiquantitative relations between the polarizabilities
of the ions and neutrals. By scaling the polarizability of the
neutral with the ratio of the first excitation energy of the neutral
and the corresponding excitation energy of the ion, we can
obtain a very good agreement for the polarizabilities of the
polyene cations. Good agreement can also be obtained using
the HOMO-LUMO orbital energies. In the polyacenes, the
lowest energy states that contribute to the axial polarizability
result from a strong interaction between two configurations.
Because the weighting of these configurations changes on
ionization, it is not possible to use the same scaling relation for
the polyacenes.
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