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#### Abstract

Geometry optimization has become an essential part of quantum-chemical computations, largely because of the availability of analytic first derivatives. Quasi-Newton algorithms use the gradient to update the second derivative matrix (Hessian) and frequently employ corrections to the quadratic approximation such as rational function optimization (RFO) or the trust radius model (TRM). These corrections are typically carried out via diagonalization of the Hessian, which requires $\mathrm{O}\left(N^{3}\right)$ operations for $N$ variables. Thus, they can be substantial bottlenecks in the optimization of large molecules with semiempirical, mixed quantum mechanical/molecular mechanical (QM/MM) or linearly scaling electronic structure methods. Our $\mathrm{O}\left(N^{2}\right)$ approach for solving the equations for coordinate transformations in optimizations has been extended to evaluate the RFO and TRM steps efficiently in redundant internal coordinates. The regular RFO model has also been modified so that it has the correct size dependence as the molecular systems become larger. Finally, an improved Hessian update for minimizations has been constructed by combining the Broyden-Fletcher-Goldfarb-Shanno (BFGS) and (symmetric rank one) SR1 updates. Together these modifications and new methods form an optimization algorithm for large molecules that scales as $\mathrm{O}\left(N^{2}\right)$ and performs similar to or better than the traditional optimization strategies used in quantum chemistry. © 1999 American Institute of Physics. [S0021-9606(99)30648-6]


## I. INTRODUCTION

Developments in quantum chemistry continue to provide more accurate tools for calculating the properties of molecules, studying chemical reactions, and interpreting a wide range of experiments. Improvements in calculational methods and computer hardware allow these calculations to be applied to increasingly larger organic molecules, inorganic complexes and biomolecules. Optimization of the structures of large molecules by quantum chemical methods requires stable, efficient, and therefore, elaborate optimization algorithms, ${ }^{1}$ usually in the framework of an over-complete, redundant internal coordinate system. ${ }^{2,3(\mathrm{c})}$ Since the derivatives of the energy are calculated with respect to the Cartesian coordinates ${ }^{4}$ of the nuclei, they must be transformed into the internal coordinate system ${ }^{5}$ to carry out the optimization process. As described in our previous paper, ${ }^{6}$ we have developed an $\mathrm{O}\left(N^{2}\right)$ method for these coordinate transformations suitable for the optimization of large molecules. This approach is available in the GAUSSIAN $98^{7}$ quantum-chemical program package. Alternative coordinate transformation methods for nonredundant natural ${ }^{3}$ or delocalized ${ }^{8}$ internal coordinate systems have also been introduced by Pulay, Paizs, Baker, and co-workers. ${ }^{9}$

[^0]Quasi-Newton algorithms are very efficient for finding minima, particularly when inexpensive gradients (first derivatives) are available. These methods employ a quadratic model of the potential-energy surface to take a series of steps that converges to a minimum. The optimization is generally started with an approximate Hessian (second derivative matrix) which is updated at each step using the computed gradients. The stability and rate of convergence of quasiNewton methods can be improved by controlling the step size, using methods such as rational function optimization ${ }^{10}$ (RFO) or the trust radius model ${ }^{1,11}$ (TRM). The RFO or TRM equations are normally solved by diagonalization of the Hessian. The $\mathrm{O}\left(N^{3}\right)$ computational effort required for this is usually negligible compared to typical quantumchemical computations. However, it can become a bottleneck in the optimization of larger molecules when semiempirical or linearly scaled electronic structure methods are used.

In this paper we briefly review various aspects of current quasi-Newton optimization methods: The quadratic approximation and the Newton-Raphson step, prevailing methods for updating the Hessian, and control of the step size using RFO and TRM. We then introduce our new contributions: An RFO step independent of size of the system, RFO correction independent of the coordinate system, modification of our $\mathrm{O}\left(N^{2}\right)$ equation solver to calculate the combined RFO/TRM step, and an improved Hessian updating scheme for minimizations. Lastly, the various features of the optimization procedure are tested on a range of molecules.

## A. Quasi-Newton optimization methods

Gradient optimization methods ${ }^{1,11}$ are based on a quadratic approximation to the potential-energy surface (PES)

$$
\begin{equation*}
E^{*}=E-\mathbf{f}^{T} \mathbf{s}+\frac{1}{2} \mathbf{s}^{T} \mathbf{H s} \tag{1}
\end{equation*}
$$

where $E^{*}$ is the predicted energy at a step $\mathbf{s}$ from the current point, $E$ and $\mathbf{f}$ are the energy and force (negative of the gradient) calculated at the current point and $\mathbf{H}$ is the (approximate) Hessian which is updated during the optimization. The related linear approximation to the forces gives the prediction for the force, $\mathbf{f}^{*}$, at a step $\mathbf{s}$ from the current point:

$$
\begin{equation*}
\mathbf{f}^{*}=\mathbf{f}-\mathbf{H s} \tag{2}
\end{equation*}
$$

At a stationary point (e.g., minimum, transition state, etc.), the forces vanish. Within the quadratic approximation, the step to the stationary point is:

$$
\begin{equation*}
\mathbf{s}^{\mathrm{NR}}=\mathbf{H}^{-1} \mathbf{f} \tag{3}
\end{equation*}
$$

Equation (3) is the definition of the well-known NewtonRaphson (NR) or quasi-Newton optimization step, $\mathbf{s}^{\mathrm{NR}}$, which is repeated until the optimization converges. If the quadratic approximation described the PES accurately and the exact Hessian were used, then Eq. (3) would reach the stationary point in one step. However, the PES is not quadratic and the actual Hessian provides a good approximation to the PES only in the vicinity of the current point, which may be far from a stationary point (it may not even have the correct structure for the desired optimization-zero negative eigenvalues for minimization, one negative eigenvalue for transition structure searches).

The calculation of the Hessian can be very expensive, specially for large systems. Consequently, a quasi-Newton optimization usually starts with an approximate Hessian matrix that has the required structure, and then improves the Hessian with an updating procedure during the course of the optimization. ${ }^{11}$ The BFGS update ${ }^{12}$ is particularly successful for minimization because it ensures that the Hessian remains positive definite. For transition state searches, the update should not force the Hessian to be positive definite. The SR1 update (also known as the Murtagh-Sargent, update) ${ }^{13}$ is appropriate, as is the Powell-symmetric-Broyden ${ }^{14}$ (PSB) update. Bofill developed an improved update ${ }^{15}$ by combining PSB with SR1 in a manner that avoids the problem with the denominator of the latter.

A simple quasi-Newton optimization based on a quadratic model with updated Hessians and Newton-Raphson steps can readily encounter difficulties. Even when the Hessian has the right structure (e.g., positive definite for minimizations), care must be taken not to step too far, since the quadratic model is accurate for only a small region of the potential-energy surface. Both RFO and TRM can be regarded as methods for controlling the step size and have proven to be valuable components of optimization algorithms. TRM and RFO based minimization algorithms can be regarded as Newton-Raphson methods with a corrected Hessian

$$
\begin{equation*}
\mathbf{s}^{\lambda}=(\mathbf{H}+\lambda \mathbf{S})^{-1} \mathbf{f} \tag{4}
\end{equation*}
$$

where $\lambda$ is a non-negative scalar, $\mathbf{S}$ is usually simply a constant scalar times the unit matrix, $\xi \mathbf{I}$, and $\mathbf{s}^{\lambda}$ is the resulting corrected step.

## 1. Trust radius model (TRM)

The goal of TRM in minimization is to find the lowest energy point within a suitable trust radius, in the framework of the quadratic approximation. This condition is equivalent to finding a step, $\mathbf{s}^{\lambda}$, such that it is parallel to the predicted force, $\mathbf{f}^{\lambda}$, points in the same direction $(\lambda \geqslant 0)$ and has a length no greater than the trust radius, $\tau$

$$
\begin{equation*}
\lambda \mathbf{s}^{\lambda}=\mathbf{f}^{\lambda}=\mathbf{f}-\mathbf{H} \mathbf{s}^{\lambda}, \quad\left|\mathbf{s}^{\lambda}\right| \leqslant \tau \tag{5}
\end{equation*}
$$

Note that this is equivalent to Eq. (4) if $\mathbf{S}$ is replaced by the unit matrix. Equation (5) has only one non-negative solution for $\lambda$ when the Hessian is positive definite ( $\lambda$ is zero if the length of the Newton-Raphson step is less than the trust radius). If the Hessian has one or more negative eigenvalues, the only acceptable solution for minimization is always larger than the negative of the lowest eigenvalue, $\epsilon_{\text {lowest }}$. Combining these conditions yields

$$
\begin{equation*}
\lambda \geqslant \operatorname{Max}\left(0,-\epsilon_{\text {lowest }}\right) . \tag{6}
\end{equation*}
$$

The TRM method usually results in more efficient step size control than a simple scaling of the Newton-Raphson step.

## 2. Rational function optimization (RFO)

In the RFO approach for minimization, the quadratic model is modified so that a suitably controlled step toward the minimum is obtained. By including a step size dependent scaling denominator, the RFO method contains a selfconsistent trust radius

$$
\begin{equation*}
E^{*}=E-\frac{\mathbf{f}^{T} \mathbf{s}-(1 / 2) \mathbf{s}^{T} \mathbf{H} \mathbf{s}}{1+\mathbf{s}^{T} \mathbf{S} \mathbf{s}} \tag{7}
\end{equation*}
$$

where $\mathbf{S}$ is a symmetric, usually diagonal scaling matrix. The expression of the force vector in terms of the RFO model is

$$
\begin{equation*}
\mathbf{f}^{*}=\frac{\mathbf{f}-\mathbf{H s}+2\left(E^{*}-E\right) \mathbf{S} \mathbf{s}}{1+\mathbf{s}^{T} \mathbf{S} \mathbf{s}}=\frac{\mathbf{f}-\mathbf{H s}}{1+\mathbf{s}^{T} \mathbf{S} \mathbf{s}}+\frac{2 \mathbf{f}^{T} \mathbf{s}-\mathbf{s}^{T} \mathbf{H} \mathbf{s}}{\left(1+\mathbf{s}^{T} \mathbf{S} \mathbf{s}\right)^{2}} \mathbf{S s} . \tag{8}
\end{equation*}
$$

For the RFO step, $\mathbf{s}^{\mathrm{RFO}}$, which satisfies the stationary condition, $\mathbf{f}^{*}=0$, the predicted energy lowering is $E^{*}-E=$ $-\frac{1}{2} \mathbf{f}^{T} \mathbf{s}^{\mathrm{RFO}}$ (i.e., same form as for the Newton-Raphson step in the quadratic approximation). Thus the RFO step can be calculated by solving the implicit formula

$$
\begin{equation*}
\mathbf{s}^{\mathrm{RFO}}=\left[\mathbf{H}+\left(\mathbf{f}^{T} \mathbf{s}^{\mathrm{RFO}}\right) \mathbf{S}\right]^{-1} \mathbf{f}=(\mathbf{H}+\lambda \mathbf{S})^{-1} \mathbf{f} \tag{9}
\end{equation*}
$$

where $\lambda=\mathbf{f}^{T} \mathbf{s}^{\mathrm{RFO}}$. In practice, $\mathbf{S}$ is chosen to be the identity (I), a scalar time the identity ( $\xi \mathbf{I}$ ), or some other diagonal matrix, yielding an RFO correction that is a simple diagonal shift of the Hessian. Equation (9) can be expressed in the eigenvector space of the Hessian, where the $\mathbf{H}+\lambda \mathbf{S}$ matrix is diagonal and its inverse can be given explicitly. Some implementations split the eigenvector space into subspaces for the "high'" and 'low'" eigenvalues and solve Eq. (9) for them
separately. This approach allows the extension of the RFO method for transition state optimizations and is known as eigenvector following ${ }^{16}$ (EF) optimization.

Equation (9) is in implicit form; therefore, the solution can only be obtained by iterating until $\lambda$ converges. For minimizations, $\lambda$ should obey condition (6) to ensure the positive definiteness of $\mathbf{H}+\lambda \mathbf{S}$. Constraints on $\lambda$ for transition state optimizations are discussed elsewhere. ${ }^{10(b)}$ Some important features of the RFO approach for minimization are:
(a) smooth convergence to the quadratic approximation in the vicinity of critical points,
(b) automatic scaling down of displacements corresponding to small eigenvalues of a positive definite Hessian,
(c) scaling up of displacement(s) corresponding to negative eigenvalues of the Hessian and directing the step toward a minimum,
(d) avoiding problems when the Hessian is nearly singular, such as in the vicinity of inflection points.

## B. Size independent rational function optimization (SIRFO)

The RFO model tends to over-correct the quadratic approximation as the number of dimensions grows. To illustrate the size dependency of the original RFO model, we define a simple quadratic PES with a diagonal Hessian, a positive constant times the identity matrix

$$
\begin{equation*}
\mathbf{H}=\beta \mathbf{I} . \tag{10}
\end{equation*}
$$

One of the goals for convergence is to reduce the root-meansquare (rms) force, $\widetilde{f}$, below a fixed threshold. The rms force is

$$
\begin{equation*}
\tilde{f}=\sqrt{\frac{\mathbf{f}^{T} \mathbf{f}}{N}}, \tag{11}
\end{equation*}
$$

where $N$ is the number of variables. The expression for calculating the RFO step in this example is

$$
\begin{equation*}
\lambda=\mathbf{f}^{T} \mathbf{s}^{\mathrm{RFO}}=\frac{N \widetilde{f}^{2}}{\beta+\lambda} \tag{12}
\end{equation*}
$$

where $\mathbf{S}=\mathbf{I}$. The only acceptable, positive solution for $\lambda$ is

$$
\begin{equation*}
\lambda=\frac{-\beta+\sqrt{\beta^{2}+4 N \widetilde{f}^{2}}}{2} . \tag{13}
\end{equation*}
$$

It is clear, that when $N$ approaches infinity $\lambda$ approaches $\sqrt{N} \tilde{f}$. Therefore, in larger systems and with noticeable forces on the nuclei, the RFO correction can become dominant. The choice of $S=(\xi / \sqrt{N}) I$, where $\xi$ is a suitable constant, makes the model size independent. Our implementation in GAUSSIAN 98 uses $\xi=1$. Equation (13) gives a general lower limit for $\lambda$ when $\beta$ is not smaller than the largest eigenvalue of an arbitrary positive definite Hessian. The effect of the size independent scaling on the efficiency of the optimization process is shown in Table I.

## C. Transformation to avoid problems with RFO and redundant coordinates

Geometry optimizations in a complete set of appropriate internal coordinates usually converge significantly faster than in Cartesian coordinates. ${ }^{2,17}$ A suitable internal coordinate system, even if it is based on a local linear combination of individual internal coordinates (like the natural internal coordinate system) may contain redundancy. The RFO correction depends on the coordinate system and can be overestimated because of the redundancy. Problems with the redundancy can be avoided by determining the RFO correction in Cartesian coordinates. The relationship between the Cartesian and internal coordinates ( $\mathbf{q}_{x}$ and $\mathbf{q}_{\text {int }}$, respectively) can be expressed in terms of the Wilson B-matrix ${ }^{18}$

$$
\begin{equation*}
d \mathbf{q}_{\text {int. }}=\mathbf{B} d \mathbf{q}_{x}, \tag{14}
\end{equation*}
$$

where $d \mathbf{q}_{\text {int. }}$ and $d \mathbf{q}_{x}$ are infinitesimal changes in internal and Cartesian coordinates, respectively, and $\mathbf{B}$ contains the derivatives of the internal coordinate values with respect to the Cartesian coordinates. The connection between the internal forces, $\mathbf{f}_{\text {int. }}$, and Cartesian forces, $\mathbf{f}_{x}$, is

$$
\begin{equation*}
\mathbf{f}_{x}=\mathbf{B}^{T} \mathbf{f}_{\text {int. }} \tag{15}
\end{equation*}
$$

The expression for Newton-Raphson step, $\mathbf{s}_{\text {int. }}$, in terms of internal coordinates forces, $\mathbf{f}_{\text {int. }}$, and Hessian, $\mathbf{H}_{\text {int. }}$, is

$$
\begin{equation*}
\mathbf{s}_{\mathrm{int} .}=\mathbf{H}_{\mathrm{int} .}^{-1} \mathbf{f}_{\mathrm{int} .} \tag{16}
\end{equation*}
$$

which can be transformed into the following equation:

$$
\begin{equation*}
\mathbf{B}^{-1} \mathbf{s}_{\text {int. }}=\left(\mathbf{B}^{T} \mathbf{H}_{\text {int. }} \mathbf{B}\right)^{-1} \mathbf{B}^{T} \mathbf{f}_{\text {int. }} . \tag{17}
\end{equation*}
$$

The use of the notation $\mathbf{s}_{x}$ for $\mathbf{B}^{-1} \mathbf{s}_{\text {int. }}$. and $\mathbf{H}_{x}$ for $\left(\mathbf{B}^{T} H_{\text {int. }} \mathbf{B}\right)$ gives

$$
\begin{equation*}
\mathbf{s}_{x}=\mathbf{H}_{x}^{-1} \mathbf{f}_{x}, \tag{18}
\end{equation*}
$$

(note that because of the curvilinear nature of the internal coordinates, $\mathbf{H}_{x}$ is not the Cartesian Hessian when $\mathbf{f} \neq \mathbf{0}$ ). The RFO correction is applied to Eq. (18) and the displacement is transformed back to internal coordinates

$$
\begin{equation*}
\mathbf{s}_{\text {int. }}=\mathbf{B} \mathbf{s}_{x} \tag{19}
\end{equation*}
$$

Alternatively, the RFO procedure could be made coordinate system independent by using $\mathbf{S}=\xi \mathbf{G}^{-1}=\xi\left(\mathbf{B B}^{T}\right)^{-1}$ instead of $\mathbf{S}=\xi \mathbf{I}$ in the denominator in the rational function expression for the energy, Eq. (7).

## D. An $\mathrm{O}\left(N^{2}\right)$ algorithm for calculating the RFO/TRM step

The RFO/TRM step is usually obtained by diagonalizing the Hessian and solving

$$
\begin{equation*}
\mathbf{f}=(\mathbf{H}+\lambda \mathbf{S}) \mathbf{s}, \tag{20}
\end{equation*}
$$

in the eigenvector space of the Hessian. Since diagonalization is an $\mathrm{O}\left(N^{3}\right)$ process, this can be a serious bottleneck for the optimization of large molecules. Alternatively, our $\mathrm{O}\left(N^{2}\right)$ equation solving method that we have employed for the coordinate transformations can be used to obtain the RFO/TRM step. The starting value for $\lambda$ is taken from the previous optimization step or can be initialized (e.g., $\lambda=\mathbf{f}^{T} \mathbf{f}$ )

TABLE I. Number of cycles required to optimize the test molecules using different sets of options.

${ }^{\text {a }}$ Linear search, trust radius update and swapping.
${ }^{\mathrm{b}}$ The input structures for molecules $1-33$ were taken from Ref. 17.
${ }^{\text {c }}$ The details for the first 30 molecules are available in the supplementary material.
${ }^{\mathrm{d}}$ The input structure was taken from Ref. 23.
and the equations are solved for $\mathbf{S}$ and $\lambda$ simultaneously. This task necessitates some minor changes in our original algorithm; ${ }^{6}$ therefore, we present a brief summary.

The goal is to solve a system of linear equations

$$
\begin{equation*}
\mathbf{y}=(\mathbf{M}+\lambda \mathbf{S}) \mathbf{x}=(\mathbf{M}+\mu \mathbf{I}) \mathbf{x}=\overline{\mathbf{M}} \mathbf{x} \tag{21}
\end{equation*}
$$

where $\mathbf{y}$ and $\mathbf{M}$ are known. We assume that solution $\mathbf{x}$ exist and designate the corrected Hessian, $\mathbf{M}+\lambda \mathbf{S}$ by $\overline{\mathbf{M}}$ in the description of the algorithm to simplify the equations. Since the scaling matrix, $\mathbf{S}$, is chosen to be a scalar times the unit
matrix, $\lambda \mathbf{S}=\mu \mathbf{I}$ with $\mu=\lambda / \sqrt{N}$ for the size independent RFO and $\mu=1$ otherwise. To solve the RFO/TRM equation, $\mathbf{M}$ is replaced by $\mathbf{H}, \mathbf{y}$ by $\mathbf{f}$ and $\mathbf{x}$ by $\mathbf{s}$. The steps of the algorithm are as follows:
(1) Initialize the counter as $k=0$, the solution vector as $\mathbf{x}_{0}=\mathbf{0}$ and the error in vector $\mathbf{y}$ as $\Delta \mathbf{y}=\mathbf{y}$. Obtain a guess for the inverse, $\overline{\mathbf{M}}_{0}^{-1}$, or initialize it as the inverse of the diagonal of matrix $\overline{\mathbf{M}}_{0}$ using a suitable initial value for $\lambda_{0}$.
(2) Form intermediate vectors $\Delta \widetilde{\mathbf{x}}=\overline{\mathbf{M}}_{k}^{-1} \Delta \mathbf{y}, \quad \Delta \widetilde{\mathbf{y}}$ $=\overline{\mathbf{M}}_{k} \Delta \widetilde{\mathbf{x}}$ and compute the scaling factor $\sigma=\Delta \mathbf{y}^{T} \Delta \widetilde{\mathbf{y}} /$ $\Delta \widetilde{\mathbf{y}}^{T} \Delta \widetilde{\mathbf{y}}$. If $|\sigma|$ is smaller than $10^{-3}$, replace $\Delta \widetilde{\mathbf{x}}$ by $\Delta \mathbf{y}$.
(3) Form the next approximation to the solution vector, $\mathbf{x}_{k+1}=\mathbf{x}_{k}+\sigma \Delta \widetilde{\mathbf{x}}$.
(4) Update the inverse matrix using an SR1 update ${ }^{13}$

$$
\begin{equation*}
\overline{\mathbf{M}}_{k+1}^{-1}=\overline{\mathbf{M}}_{k}^{-1}+\frac{\left(\Delta \widetilde{\mathbf{x}}-\overline{\mathbf{M}}_{k}^{-1} \Delta \widetilde{\mathbf{y}}\right) \cdot\left(\Delta \widetilde{\mathbf{x}}-\overline{\mathbf{M}}_{k}^{-1} \Delta \widetilde{y}\right)^{T}}{\left(\Delta \widetilde{\mathbf{x}}-\overline{\mathbf{M}}_{k}^{-1} \Delta \widetilde{\mathbf{y}}\right)^{T} \cdot \Delta \widetilde{\mathbf{y}}} . \tag{22}
\end{equation*}
$$

(5) Calculate $\lambda_{k+1}$ (using the scheme described below) and obtain $\mu_{k+1}$ and $\overline{\mathbf{M}}_{k+1}$.
(6) Calculate the new error in $\mathbf{y}, \Delta \mathbf{y}=\mathbf{y}-\overline{\mathbf{M}}_{k+1} x_{k+1}$.
(7) Update the counter $(k=k+1)$ and go to step (2) until $\Delta \mathbf{y}$ converges to $\mathbf{0}$ within a useful threshold for the norm and/or maximum absolute value.

## 1. Updating the diagonal correction ( $\lambda$ S) to the Hessian

The method of updating $\lambda$ in step (5) of the algorithm should provide a good balance between stability and fast convergence for most cases. When both RFO and TRM are enabled, the actual method used to control the step size can be determined dynamically. Different updated values for $\lambda^{\mathrm{RFO}}$ and $\lambda^{\mathrm{TRM}}$ are calculated and the larger correction is used in the next iteration.

There are several ways of updating $\lambda^{\text {RFO }}$. The simplest is to use Eq. (9), e.g., $\lambda_{k+1}^{\mathrm{RFO}}=\mathbf{y}^{T} \mathbf{x}_{k+1}$; however, this can lead to oscillations resulting from large changes in the solution vector $\mathbf{x}$ near the beginning of the iterative process. When neither $\mathbf{x}$ nor $\lambda^{R F O}$ are converged Eq. (9) is not satisfied; nevertheless, the current step can be scaled so that both sides of the Eq. (9) give the same scalar product with the current step

$$
\begin{equation*}
\mathbf{x}_{k+1}^{T}\left(\mathbf{M}+\alpha \mathbf{x}_{k+1}^{T} \mathbf{y S}\right) \alpha \mathbf{x}=\mathbf{x}_{k+1}^{T} \mathbf{y} . \tag{23}
\end{equation*}
$$

Equation (23) can be solved to obtain a new value for $\lambda^{\mathrm{RFO}}$

$$
\begin{equation*}
\lambda_{k+1}^{\mathrm{RFO}}=\alpha \mathbf{x}_{k+1}^{T} \mathbf{y} \tag{24}
\end{equation*}
$$

For the SIRFO method, the total diagonal correction to the Hessian is $\lambda^{\mathrm{RFO}} \mathbf{S}=\mu \mathbf{I}=\left(\lambda^{\mathrm{RFO}} / \sqrt{N}\right) \mathbf{I}$.

The update for $\lambda^{\text {TRM }}$ assumes that a change in $\lambda^{\text {TRM }}$ can be approximated by a simple scaling of the current step. This approach can be used to limit the length of the step or the maximum component of the step. Whichever criterion results in a larger Hessian correction is used for updating $\lambda^{\text {TRM }}$ when both criteria are enabled [i.e., when the original step (RFO or NR) exceeds one of the limits, the TRM correction will provide a step equal to the corresponding limit]. The updating process uses the previous correction, $\mu_{k}$, resulting in a step $\mathbf{x}_{k+1}$ which has to be scaled by $\alpha$ to fulfill the corresponding limit (maximum step component, rms or total step size). Similar to the updating process for $\lambda^{\text {RFO }}$, the scalar product of the current step and the right side of Eq. (21) with the previous and the scaled step yields

$$
\begin{equation*}
\mathbf{x}_{k+1}^{T}\left(\mathbf{H}+\mu_{k} \mathbf{I}\right) \mathbf{x}_{k+1}=\mathbf{x}_{k+1}^{T}\left(\mathbf{H}+\lambda_{k+1}^{\mathrm{TRM}} \mathbf{I}\right) \alpha \mathbf{x}_{k+1} . \tag{25}
\end{equation*}
$$

Solving for $\lambda_{k+1}^{\text {TRM }}$ gives the new TRM correction

$$
\begin{equation*}
\lambda_{k+1}^{\mathrm{TRM}}=\frac{(1-\alpha) \mathbf{x}_{k+1}^{T} \mathbf{H} \mathbf{x}_{k+1}+\mu_{k} \mathbf{x}_{k+1}^{T} \mathbf{x}_{k+1}}{\alpha \mathbf{x}_{k+1}^{T} \mathbf{x}_{k+1}} \tag{26}
\end{equation*}
$$

If $\alpha_{k-1}$ and $\alpha_{k}$ are smaller and larger than 1 , the TRM correction is updated by a linear interpolation using two previous corrections, $\mu_{k-1}$ and $\mu_{k}$

$$
\begin{equation*}
\lambda_{k+1}^{\mathrm{TRM}}=\frac{\left(1-\alpha_{k}\right) \mu_{k-1}+\left(\alpha_{k-1}-1\right) \mu_{k}}{\alpha_{k-1}-\alpha_{k}} . \tag{27}
\end{equation*}
$$

The TRM correction may cause oscillations when the changes in $\mathbf{x}$ are large; therefore, the largest increase in $\mu$ between consecutive cycles should be chosen.

When the lowest eigenvalue of the Hessian is negative, the convergence of $\lambda^{\text {TRM }}$ can be accelerated by assuming that the resulting step has a large component in the direction corresponding to the negative eigenvalue

$$
\begin{equation*}
\lambda_{k+1}^{\mathrm{TRM}}=\frac{1}{\alpha_{k}}\left(\mu_{k}+\epsilon_{\text {lowest }}\right)+\epsilon_{\text {lowest }} . \tag{28}
\end{equation*}
$$

A lower limit for the correction is

$$
\begin{equation*}
\lambda_{\min }=-\epsilon_{\text {lowest }}+\min \left(\frac{-\epsilon_{\text {lowest }}}{2}, \epsilon_{\min }\right), \tag{29}
\end{equation*}
$$

where the $\epsilon_{\min }$ is a suitable limit (e.g., $10^{-4}$ a.u.) to protect the inverse of the corrected Hessian from approaching singularity. The constraints on $\lambda$ for transition state optimization are discussed elsewhere. ${ }^{10(\mathrm{~b})}$

## E. Combined Hessian update method for minimization

For minimizations with simple Newton-Raphson steps, it is necessary to use a Hessian update like BFGS which ensures that the Hessian remains positive definite

$$
\begin{align*}
& \mathbf{H}_{k}=\mathbf{H}_{k-1}+\Delta \mathbf{H}_{k}^{\mathrm{BFGS}} \\
& \Delta \mathbf{H}_{k}^{\mathrm{BFGS}}=-\left(\frac{\Delta \mathbf{f}_{k} \Delta \mathbf{f}_{k}^{T}}{\mathbf{s}_{k-1}^{T} \Delta \mathbf{f}_{k}}+\frac{\mathbf{H}_{k-1} \mathbf{s}_{k-1} \mathbf{s}_{k-1}^{T} \mathbf{H}_{k-1}}{\mathbf{s}_{k-1}^{T} \mathbf{H}_{k-1} \mathbf{s}_{k-1}}\right), \\
& \Delta \mathbf{f}_{k}=\mathbf{f}_{k}-\mathbf{f}_{k-1} . \tag{30}
\end{align*}
$$

With step size control methods such as RFO and TRM, an optimization can step toward a minimum even when the Hessian is not positive definite. Bofill developed a succesful update for transition state optimizations

$$
\begin{align*}
& \mathbf{H}_{k}=\mathbf{H}_{k-1}+\varphi^{\text {Bofill }} \Delta \mathbf{H}_{k}^{\text {SR1 }}+\left(1-\varphi^{\text {Bofill }}\right) \Delta \mathbf{H}_{k}^{\text {Powell }}  \tag{31}\\
& \varphi^{\text {Bofill }}=\frac{\left(\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T} \mathbf{s}_{k-1}\right)^{2}}{\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T}\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right) \mathbf{s}_{k-1}^{T} \mathbf{s}_{k-1}} \tag{32}
\end{align*}
$$

where the symmetric rank one (SR1) update and the Powell-symmetric-Broyden (PSB) update are given by

$$
\begin{align*}
\Delta \mathbf{H}_{k}^{\mathrm{SR} 1}= & -\frac{\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T}}{\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T} \mathbf{s}_{k-1}},  \tag{33}\\
\Delta \mathbf{H}_{k}^{\mathrm{PSB}}= & \left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T} \mathbf{s}_{k-1} \frac{\mathbf{s}_{k-1} \mathbf{s}_{k-1}^{T}}{\left(\mathbf{s}_{k-1}^{T} \mathbf{s}_{k-1}\right)^{2}} \\
& -\frac{\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right) \mathbf{s}_{k-1}^{T}+\mathbf{s}_{k-1}\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T}}{\mathbf{s}_{k-1}^{T} \mathbf{s}_{k-1}} . \tag{34}
\end{align*}
$$

This suggests that a similar combination of SR1 with BFGS could be advantageous for minimizations. However, initial tests showed no noticeable improvement. Closer examination revealed that the weight of the SR1 formula was very small, usually less than $10 \%$. Therefore, we have tested the same combination but with the square root of Bofill's original weighting factor

$$
\begin{align*}
\mathbf{H}_{k} & =\mathbf{H}_{k-1}+\varphi \Delta \mathbf{H}_{k}^{\mathrm{SR} 1}+(1-\varphi) \Delta \mathbf{H}_{k}^{\mathrm{BFGS}}  \tag{35}\\
\varphi & =\sqrt{\varphi^{\text {Bofill }}} \\
& =\sqrt{\frac{\left(\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T} \mathbf{s}_{k-1}\right)^{2}}{\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right)^{T}\left(\Delta \mathbf{f}_{k}+\mathbf{H}_{k-1} \mathbf{s}_{k-1}\right) \mathbf{s}_{k-1}^{T} \mathbf{s}_{k-1}}} . \tag{36}
\end{align*}
$$

This approach is only slightly better for the smaller test cases, but gives noticeably improved results for larger molecules (see Table I). The increased molecular size requires more optimization cycles, which may result in the BFGS update converging to an inaccurate Hessian. This behavior seems to be corrected by our combined update process. Using the square root of the original Bofill weight in the SR1PSB combination, Eq. (31), also improves transition state optimizations.

## F. Test calculations

Our current study contains a number of changes and improvements that need to be validated by comparing them to existing procedures. To test all combinations of the available options would result more than 400 optimizations for each test molecule; therefore, only a few appropriate combinations of options have been selected:

- BFGS or combined SR1-BFGS Hessian update,
- full history update (using all available, up to a maximum of 100 , previous points within an acceptable distance) or two vector update (using only the last two points),
- regular or size independent RFO,
- regular step size scaling or TRM on largest component and rms of the step,
- regular or $\mathrm{O}\left(N^{2}\right)$ scaling transformation and equation solving methods,
- other features which are implemented in the "Berny"' optimization algorithm, ${ }^{19}$ such as:
-linear search, ${ }^{11}$ (fit a quartic polynomial to the latest two points using the energies and forces)
-trust radius update, ${ }^{11}$
—swapping (reorder the stored points, if necessary, so that the linear search uses the lowest energy point).
The optimizations were carried out using the default initial guess ${ }^{20}$ Hessian in GAUSSIAN 98. The convergence criteria, optimization parameters, other computational details and the input structures are available in supplementary material. ${ }^{21}$


## 1. Small molecule tests

A series of 33 molecules employed by Baker ${ }^{17}$ form a convenient test set of small molecules that has been used by numerous authors to test geometry optimization methods. For the first 30 molecules, the average of the maximum change in internal coordinates between initial and final struc-
tures is $\sim 0.2$ bohr or radian, ${ }^{23}$ indicating that in general they were started from very good initial geometries. Calculations were carried out at the Hartree-Fock STO-3G level of theory and are summarized in Table I. The differences in performance are very small, less than $5 \%$, indicating that existing minimization methods are already close to optimal for small molecules (further details can be found in the supplementary material). The combined SR1-BFGS update (columns 8-14) is only $\sim 3 \%$ better than BFGS (columns $1-7$ ). The full history update option results in a mere $1.5 \%$ improvement. The SIRFO/TRM combination gives results nearly identical to the regular RFO for these small tests; however, TRM or step scaling was rarely active. The RFO implementations in the present algorithm is slightly better than the regular RFO, presumably due to the different coordinate systems used in the present method for solving the RFO equations. The other options (trust radius update, linear search, and swapping) show almost no improvement when they are enabled. Provided an appropriate coordinate system is used and the optimization step size is controlled, the tests on these smaller molecules demonstrate that a wide range of options can give almost identical results. By contrast, the medium and larger size molecules discussed below show significant differences for the various options.

## 2. Medium size molecules

The medium size test set contains buckminsterfullerene $\mathrm{C}_{60}$, taxol, and helical alanine-based oligopeptides built from 5,10 , and 20 amino acids (molecules 34-40). These molecules contain up to 206 atoms, and were optimized at semiempirical AM1 level of theory. The number of steps needed for optimization are listed in Table I, and one can begin to see some significant differences between the various option sets. For the first three molecules, all optimizations converged to the same minimum. The $\mathrm{Ala}_{10}$ and $\mathrm{Ala}_{20}$ systems, however, are sufficiently flexible and have many local minima; therefore, different options can yield different structures. The performance of different options can be compared directly only if the optimizations reach the same minimum.

A number of factors can cause optimizations to converge to different minima. For the larger oligopeptides, the optimizations encountered negative eigenvalues in the updated Hessian. The RFO method is tends to scale up the step in the direction of the lowest (negative) eigenvalue and can produce very large steps (if allowed by the trust radius), endangering the stability of the optimization. Another potential problem arises if the effective (corrected) Hessian approaches singularity during the equation solving process; this can be controlled with the TRM approach. The trust radius updating varies the trust radius in the interval of 0.05-1.00 a.u. and can also result different optimization path than methods with no trust radius update. The linear search contains a separate step size control; therefore, the resulting total step can be twice as long than the actual trust radius.

For $\mathrm{C}_{60}$, taxol, and $\mathrm{Ala}_{5}$, the new combined SR1-BFGS Hessian update method shows a noticeable performance improvement compared to BFGS, especially when the fullhistory Hessian updating is not enabled. Interestingly, the combined SR1-BFGS update shows the worst performance


FIG. 1. Energy vs step number for several SR1-BFGS based optimizations on crambin. Cycles 1-25.
for these medium size molecules when used with the regular optimization scheme (option set 8) but the best performance when used with SIRFO/TRM and full-history Hessian updating. The extra options (linear search, trust radius update, swapping) were tuned to work best for minimization with the BFGS update and show relatively stable performance (options sets $1-5)$. Surprisingly, BFGS with SIRFO/TRM and full history update works best for these molecules without the extra options (option set 6). The much poorer performance of the two vector update compared to the full history update is unfortunate because the latter scheme cannot be used readily in a limited memory version of our large molecule optimization algorithm.

## 3. Larger molecules

Crambin and solvated segments of RNA were chosen as our largest test molecules to be optimized at empirical universal force field ${ }^{22}$ (UFF) level. The regular optimization algorithm with matrix diagonalizations is very CPU intensive for these systems and thus was not used in the comparisons. The RNA structure contains 8 bases in 4 segments, 4 sodium ions, and 34 water molecules. Due to the relatively weak interaction between the large number of fragments and because the starting structure was far from any minimum, the entire optimization path could not be described with a single set of redundant internal coordinates. The coordinate system was automatically rebuilt 32 times during the course of the optimization [because of the fast coordinate transformation, this did not affect the $\mathrm{O}\left(N^{2}\right)$ scaling of the optimization]. Three of the four SR1-BFGS runs resulted in structures with very similar energies, and one of the BFGS runs yielded a lower minimum. However, the ribonucleic acid (RNA) optimizations cannot be used for direct comparisons, since each of the optimizations converged to a different local minimum.

Crambin is a small protein with 642 atoms and can be used to demonstrate the performance of optimization techniques for biologically interesting proteins. The input for crambin was taken form Ref. 23. The structure is not too floppy and the coordinate system needed to be rebuilt only once during the optimization. All the crambin optimizations converged to the same structure; therefore, the performance


FIG. 2. Energy vs step number for several SR1-BFGS based optimizations on crambin. Cycles from 50 until convergence.
of the various options can be compared. Table I shows that the full history SR1-BFGS update combined with SIRFO/ TRM performs exceptionally well (option set 13). For the two vector update, the RFO based optimization (10) is somewhat better than the SIRFO-TRM option (12 and 14). The SR1-BFGS update is significantly better than BFGS (3 vs 10, 5 vs 12,6 vs 13,7 vs 14 ).

Figures 1-3 show the energy of crambin as a function of the step number for the different optimization procedures. At the beginning (Fig. 1) all methods show a rapid, monotonic decrease in the energy, except RFO (10). The RFO procedure has a very large jump in energy ( $\sim 0.5$ hartree) because of a negative eigenvalue in the updated Hessian, resulting in a bad RFO step along the corresponding eigenvector. The difference in the behavior of the various options is more apparent in the expanded energy scale in Fig. 2. For RFO (10) the energy descends very smoothly, because of the linear search and the larger correction to the Hessian, whereas the SIRFO based optimizations $(12-14)$ start to oscillate. Figure 3 shows the final 50 steps of each optimization. The two vector update SIRFO optimizations (12 and 14) continue to oscillate, with the oscillations dampened somewhat by linear search (12 vs 14). The full history SR1-BFGS update


FIG. 3. Energy vs step number for several SR1-BFGS based optimizations on crambin. Last 50 optimization cycles, 0 represents the last cycle.
based scheme (13) converges quickly as the number of vectors used in the update grows. The regular RFO based optimization (10) shows smooth convergence but approaches the minimum very slowly at the end of the optimization (Fig. 3). It appears that toward the end of the optimization, RFO (10) uses too large a correction to the Hessian, slowing convergence, while SIRFO (12) uses too small a correction, causing oscillations. This will be examined in a subsequent paper. Despite the oscillations, both SIRFO based schemes with no extra options (13 and 14) show much faster convergence at the end than the others.

For large molecules, the memory requirements of a full history Hessian update can be a serious limitation. However, the performance penalty for using the two vector update is unacceptably large (e.g., 259 vs 129 steps). Potentially, a limited update using more than two vectors could be better. As a test, crambin was optimized with the SIRFO/TRM/ SR1-BFGS combination using a maximum of five vector in the update process. The same minimum was reached and convergence was achieved in 138 steps. This suggests that it may be possible to find a satisfactory compromise between performance and cost. However, considerably more work will be needed to determine the parameters that will be appropriate for a wide range of molecules.

## 4. CPU timing and scaling

Figure 4 clearly demonstrates that our optimization algorithm has $\mathrm{O}\left(N^{2}\right)$ scaling with the size of the system (number of atoms). The break-down of the CPU usage is given in Table II. For semiempirical calculations, the present optimization method uses less than $10 \%$ of the total CPU time, compared to $50 \%-80 \%$ for the regular optimization. For the larger systems, the full history Hessian update consumes more than half of the time in the optimization step, but the two vector update takes less than $10 \%$. Solution of the RFO/ TRM equations accounts for less than one-third of the CPU time in the optimization step.


FIG. 4. The square root of the average of the CPU time spent for the optimization algorithm (option set 14 in Table I) in each cycle vs the number of atoms. The data were obtained on an Intel Celeron $\mathrm{A} / 412 \mathrm{MHz}$ processor.

## II. CONCLUSIONS

The geometry optimization methods for quantum chemistry have been studied extensively for more than 20 years, ever since gradient calculations became practical. With recent advances in hardware and software, much larger molecules can now be studied by quantum-chemical methods. Optimization techniques need to keep pace with these improvements. The $\mathrm{O}\left(N^{2}\right)$ scaling coordinate transformation and RFO/TRM equation solving methods represent significant progress in improving the size dependence of the efforts required to calculate the optimization step. Our combined SR1-BFGS method with full history update and the SIRFO/ TRM procedures are very efficient, substantially reducing the number of optimization steps required for larger molecules. These methods were recently used with $\mathrm{O}(N)$ scaling PM3 semiempirical method to optimize kringle one of plasminogen ${ }^{24}-1226$ atoms in 362 steps. For even larger systems, the CPU time and memory requirements must be decreased even further. Reduced memory updates and other geometry optimization methods such as GDIIS ${ }^{25,26}$ (geometry optimization using direct inversion in the iterative subspace) will be considered for future improvements in optimization methods for large molecules.

TABLE II. Percentage of the total CPU time taken by the optimization step, updating Hessian and solving the RFO/TRM equations. Most details can be found in the supplementary material.

| Molecule | For-Ala ${ }_{5}-\mathrm{NH}_{2}$ | For- $\mathrm{Ala}_{10}-\mathrm{NH}_{2}$ | For-Ala $_{20}-\mathrm{NH}_{2}$ | RNA+water | crambin |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(\# 36)$ | $(\# 38)$ | $(\# 39)$ | $(\# 41)$ | $(\# 42)$ |
| Energy/gradient | AM1 | AM1 | AM1 | UFF (Ref. 22) | UFF |
| Number of atoms | 56 | 106 | 206 | 368 | 642 |
| Regular optimization (\#1) |  |  |  | $\ldots$ | $\ldots$ |
| Optimization (\%) | $51.48 \%$ | $71.58 \%$ | $79.90 \%$ | $\ldots$ | $\ldots$ |
| Number of cycles | 30 | 90 | 99 | $\ldots$ |  |
| Combined SR1-BFGS with full-history update and fast equation solving (option set \#13) |  |  |  |  |  |
| Optimization (\%) | $9.28 \%$ | $9.78 \%$ | $7.17 \%$ | $97.31 \%$ | $94.02 \%$ |
| Hessian update (\%) | $4.32 \%$ | $5.12 \%$ | $4.34 \%$ | $72.41 \%$ | $66.84 \%$ |
| RFO/TRM (\%) | $0.84 \%$ | $0.91 \%$ | $0.66 \%$ | $7.10 \%$ | $10.66 \%$ |
| Number of cycles | 32 | 45 | 59 | 603 | 129 |
| Combined SR1-BFGS with two vector update and fast equation solving (option set \#14) |  |  |  |  |  |
| Optimization (\%) | $5.47 \%$ | $6.16 \%$ | $2.76 \%$ | $80.19 \%$ | $84.44 \%$ |
| Hessian update (\%) | $0.26 \%$ | $0.20 \%$ | $0.13 \%$ | $5.00 \%$ | $5.87 \%$ |
| RFO/TRM (\%) | $1.57 \%$ | $1.28 \%$ | $0.78 \%$ | $24.08 \%$ | $25.60 \%$ |
| Number of cycles | 31 | 51 | 89 | 756 | 259 |
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