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Comparison of the performance of local, gradient-corrected, and hybrid
density functional models in predicting infrared intensities

Mathew D. Halls and H. Bernhard Schlegela)

Department of Chemistry, Wayne State University, Detroit, Michigan 48202-3489

~Received 22 June 1998; accepted 18 September 1998!

Density functional theory has been used to calculate infrared~IR! intensities for a series of
molecules~HF, CO, H2O, HCN, CO2, C2H2 , H2CO, NH3, C2H4 , CH2F2 , CH2Cl2 , and CH2Br2)
in an effort to evaluate relative performance of different functionals. The methods employed in this
study comprise most of the popular local, gradient-corrected, and hybrid functionals, namely,
S-VWN, S-PL, B-LYP, B-P86, B-PW91, B3-LYP, B3-P86, and B3-PW91. Calculations were
carried out using various qualities of split valence basis sets augmented with diffuse and polarization
functions, both to determine basis set dependence and to evaluate the limit performance. Computed
intensities were compared with results from conventional correlatedab initio methods~MP2 and
QCISD!. Hybrid functionals give results in closest agreement with QCISD over the other methods
surveyed. Local and gradient-corrected methods performed remarkably alike, both are comparable
to MP2, and outperform Hartree–Fock. Hartree–Fock intensities can be dramatically improved by
scaling, making them similar to MP2 results. ©1998 American Institute of Physics.
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I. INTRODUCTION

Vibrational spectroscopy is one of the most power
and widely used tools in modern materials research. Qu
tum chemical calculations predicting harmonic frequenc
and spectral intensities are essential when interpreting
perimental spectra, particularly for large molecules where
high density of states results in spectral complexity in
region below 1600 cm21.1,2 For aromatic systems, the upp
part of the region generally contains the in-plane molecu
vibrations and the mid- to lower part contains the out-
plane vibrations. Accurate vibrational assignments for s
systems are necessary for materials characterization
poses; consider, for example, the postdeposition chara
ization of molecular films where orientation data is extrac
from band intensities.3 Assignments for complex system
can be proposed on the basis of frequency agreemen
tween the computed harmonics and the observed fundam
tals; however, more reliable assignments can be made
making use of predicted intensities as well, which can defi
tively resolve the assignments of closely spaced ban4

Other areas in which successful prediction of infrared int
sities would benefit are well known, such as the determi
tion of analyte species in difficult regimes. Thus, research
would like computational models to provide accurate sp
tral intensities in addition to vibrational frequencies.

Density functional theory~DFT! is becoming increas
ingly popular among experimentalists and theoreticians
the chemical literature.5,6 Numerous reports have been ma
citing the successes of DFT compared to conventionalab
initio methods, in computing molecular and chemical pro
erties such as geometries, harmonic frequencies,
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energies.7–10Density functional theory is superior to the co
ventional methods, such as HF~Hartree–Fock! and MP2
~second-order Mo” ller–Plesset perturbation theory!, for the
calculation of polyatomic vibrational frequencies, with em
pirical scaling factors approaching unity.8,9 Experience with
DFT models has shown that DFT satisfactorily recov
electron correlation, predicting numerous properties in si
lar or better agreement with experimental data than conv
tional correlatedab initio methods, such as MP2. The co
effectiveness of DFT over conventional methods is an ad
tional attractive feature.

The present paper concerns the performance of DFT
predicting infrared absorption intensities. Reports have b
made in the literature on the performance of DFT in pred
ing dipole moment derivatives and infrared intensities in
double-harmonic approximation.10–14 These studies have
usually examined the results for a small number of mo
molecules, using a few levels of theory~exchange functional,
correlation functional, and a fixed quality of basis set!. In the
present work DFT infrared intensities are examined in
effort to present an overview of the relative performance
various commonly used local, gradient-corrected, and hyb
density functionals, namely, S-VWN, S-PL B-LYP, B-P8
B-PW91, B3-LYP, B3-P86, and B3-PW91. These DFT mo
els are used to compute infrared intensities for a set of
molecules~HF, CO, H2O, HCN, CO2, C2H2 , H2CO, NH3,
C2H4 , CH2F2 , CH2Cl2 , and CH2Br2) and the results are
compared with those obtained from Hartree–Fock~HF! and
two conventional correlatedab initio methods: second-orde
Moller-Plesset theory~MP2! and quadratic configuration in
teraction including single and double substitutions~QCISD!.
Experimental absolute infrared intensities are notoriou
difficult to measure and in the literature there are often s
nificant differences between values reported by different
searchers. To facilitate evaluation in this work, we ha

il:
7 © 1998 American Institute of Physics
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adopted the QCISD level results as our benchmark for ac
racy, and restricted our calculations to the double harmo
approximation.

The prediction of infrared intensities is difficult becau
of the need to describe the tail region of the wa
function,15–17which requires large basis sets, and becaus
the need to include electron correlation. Studies on the ef
of electron correlation on computed infrared intensities h
appeared in the literature.18–20 Electron correlation was
found to be essential in obtaining quantitative results in b
agreement with experimental intensities. The agreement
tween predicted and observed intensities improved sig
cantly over the self-consistent field~SCF! results upon inclu-
sion of electron correlation at even minimal levels. T
general trend concerning correlation in predicting infrar
intensities is with increasing electron correlation the theo
ical intensities converge toward experimental values.20 Qua-
dratic configuration interaction methods represent treatm
of electron correlation beyond the many-body perturbat
approach~MPn!.

Comparisons are made at the standard spectroscopi
sis set level~6-31G* ! and using a large basis set@6-311
1G(3d f ,3pd)# to assess limit performance. Basis set d
pendence is investigated for local and gradient-correc
DFT. This report presents an overview of the performance
these methods. Complete tables of the numeric results
provided as supplementary material.21

II. METHODS

The calculations were performed using theGAUSSIAN 94

suite of programs.22 Following full geometry optimizations
harmonic vibrational frequencies and dipole moment deri
tives were calculated analytically for the Hartree–Fo
second-order Moller–Plesset theory~MP2, frozen core23!,
and DFT methods while numerical differentiation was us
for the quadratic configuration interaction with single a
double substitution~QCISD, frozen core24! method. The in-
frared intensities were calculated from the dipole mom
derivatives in the double harmonic approximation.25 The vi-
brational properties were computed for the test molecule
their ground state enforcing their respective point gro
symmetry. The functionals employed in this work consist
the following local functionals: S-VWN and S-PL; corre
sponding to the Slater–Dirac exchange functional~S!26 with
the Vosko–Wilk–Nusair fit for the correlation functiona
~VWN!27 and with the Perdew local fit for the correlatio
functional ~PL!.28 The gradient-corrected functionals us
were B-LYP, B-P86, and B-PW91, corresponding to Beck
gradient-corrected exchange functional~B!29 with the Lee–
Yang–Parr gradient-corrected correlation function
~LYP!,30 with Perdew’s gradient-corrected correlation fun
tional ~P86!,31 and with Perdew and Wang’s gradien
corrected correlation functional~PW91!.32 The following hy-
brid functionals were employed: B3-LYP, B3-P86, and B
PW91; corresponding to Becke’s three-parameter excha
functional ~B3!33 with the Lee–Yang–Parr gradien
corrected correlation functional~LYP!, with Perdew’s
gradient-corrected correlation functional~P86!, and with Per-
dew and Wang’s gradient-corrected correlation functio
u-
ic
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~PW91!. These methods are assessed with two basis sets
standard spectroscopic basis set to evaluate working pe
mance which is split-valence augmented with one set of
larization functions on heavy atoms, 6-31G* @also designated
6-31G(d)#,34,35and a large basis set to evaluate limit perfo
mance using a split valence basis of triple zeta qual
6-311G36,37 augmented with one set of diffuse functions o
heavy atoms, three additionald-type functions and onef-type
function on heavy atoms, and threep-type functions and one
d-type on the hydrogens, 6-3111G(3d f ,3pd). The results
for each of the two basis sets are compared against QC
calculations with the same basis set. To assess the bas
dependence for DFT methods in predicting infrared inten
ties, two archetype functionals of the local and gradie
corrected type, S-VWN and B-LYP, were tested by syste
atically adding diffuse38 and polarization functions39 to a
split valence double zeta basis set, 6-31G. These results
compared with QCISD intensities obtained for the large
sis set used in this study.

III. RESULTS AND DISCUSSION

A. Comparison of QCISD with experiment

Experimental and theoretical infrared intensities ha
been compared in a number of previous studies.10–13,16,18–20

Difficulties such as overlapping bands, resonances, inten
sharing, etc. typically limit the accuracy of experimental a
solute infrared intensity measurements to610%.20,40 Theo-
retical calculations of infrared intensities are usually carr
out in the double harmonic approximation, i.e., ignoring c
bic and higher force constants and omitting second
higher dipole moment derivatives. This can affect bo
stretching modes and large-amplitude bending modes, a
ing perhaps65% to 610% to the uncertainty of the calcu
lated intensities, even in the absence of resonances. It
been known for some time that fairly large basis sets
needed for a proper description of IR intensities.16,19

Schaefer and co-workers20 have shown that as the level o
electron correlation is increased, the predicted IR intensi
converge toward the experimental values. For a subset o
molecules considered in this study, they found that coup
cluster methods with polarized triple zeta basis sets CC
TZ2P and CCSD~T!/TZ(2d f ,2pd) provide a balanced treat
ment of the vibrational frequencies and IR intensities. W
the exception of the asymmetric stretch in CO2, the contri-
butions from triple excitations are small, averaging ca.63.1
km mol21.41 Bartlett and co-workers42 have demonstrated
that contributions from core electron correlation are a
small.

The best calculations in the present work use the QCI
method, which is comparable to CCSD, and employ a ba
set that is slightly larger than those used in most previ
studies. In Fig. 1, the infrared intensities calculated at
QCISD/6-3111G(3d f ,3pd) and CCSD~T!/TZ(2d f ,2pd)
levels are compared with experimental data. For QCISD v
sus experiment, the average difference, average absolute
ference and standard deviation are 6.21, 12.73, and 30.65
mol21; the corresponding values for CCSD~T! versus experi-
ment are 8.42, 10.83, and 20.30 km mol21.
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Comparison of the QCISD and CCSD~T! results yields
an average difference of 0.88 km mol21 and an average ab
solute difference of 4.03 km mol21 ~omitting the problematic
CO2 asymmetric stretch!. The two different high-level theo
retical methods agree quite well with each other, but b
show larger discrepancies in comparisons with experim
This suggests that a large fraction of the difference betw
the calculated and the observed intensities may be attrib
to the double harmonic approximation and to the experim
tal uncertainties. To avoid these ambiguities in the ass
ment of the DFT methods, we will compare the DFT calc
lations to our highest levelab initio results, since the DFT
and ab initio methods should ultimately converge to th
same limit within the double harmonic approximation.

B. Standard spectroscopic basis set performance

Previous studies have shown that a split valence basi
of double-zeta quality plus one set of polarization functio
on heavy atoms~6-31G* ! represents an economical choi
yielding vibrational harmonic frequencies which can be e
ily scaled for comparison with observed fundamentals,8,9 and
infrared intensities which are qualitatively acceptable.16 The
need for polarization functions when predicting infrared
tensities is attributed to the added flexibility they lend to t
electronic wave function, allowing it to deform in the pre
ence of an electric field.43–45 The 6-31G* basis has becom
the most often used basis set for predicting these quanti
The performance of DFT methods in predicting vibration
frequencies with this basis set has been studied by Wo8

and Scott and Radom.9 Their work has shown that DFT out
performs conventionalab initio methods ~HF, MP2, and
QCISD! in predicting frequencies in agreement with expe
ment, with homogeneous empirical scale factors approac
unity.46

Figure 2 shows the average absolute difference fr
QCISD results using the same basis set, and the stan
deviation for each of the methods considered here. Hartr
Fock, not surprisingly, falls furthest from the QCISD resu
and also has the largest standard deviation. This is to
expected due to the absence of electron correlation. The
local methods perform very similarly to each other, with a
erage absolute differences of ca. 10 km mol21. The gradient-

FIG. 1. Comparison of QCISD/6-3111G(3d f,3pd) and CCSD~T!/
TZ(2d f,2pd) infrared intensities with experimental values. CCSD~T! inten-
sities taken from Ref. 20.
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corrected functionals perform a bit worse than the local fu
tionals having average absolute differences and stan
deviations slightly greater than both local methods. Of
gradient-corrected functionals, the most often used comb
tion, B-LYP, predicts intensities in somewhat greater diffe
ence from QCISD, than the other two gradient-correc
functionals. The best performers are the hybrid function
having average absolute differences approximately half
of the local and gradient-corrected methods. The hyb
functionals also have the lowest standard deviation of
methods considered here. In the hybrid functional data,
trend is observed again that use of the Lee–Yang–Parr
relation functional slightly increases both the average ab
lute difference and the standard deviation, compared with
other two hybrid functionals, although the effect is sma
The performance of MP2 is between the local and hyb
functionals, having an average absolute difference sligh
larger than the hybrid methods but a standard deviatio
little smaller than the local methods. This is an importa
note since the quality of MP2 results is often overestima
in the chemical literature and its results come at a mu
greater cost in comparison to DFT.

The normal mode intensity for which all methods co
sidered here predicted large deviations from the QCISD
culations is the asymmetric stretch in CO2. This is probably
due to the neglect of triple excitations in the QCIS
calculations.41 Other vibrations that posed problems are t
asymmetric CH stretch of H2CO, and the CX stretches o
CH2Cl2 and CH2Br2 . These vibrations are unique in that th
Hartree–Fock and MP2 results for these vibrations are
better agreement with QCISD than the DFT intensities,
cluding the hybrid methods. Analysis of the gradien
corrected and hybrid DFT intensities shows that use of
Lee–Yang–Parr correlation functional tends to predict int
sities that are either in close agreement with, or somew
greater than, those computed by the methods employing
P86 or PW91 correlation functionals.

Table I gives two measures of deviation from QCIS
results: the average differenceS$I 2I QCISD%/n and the aver-
age absolute differenceSuI 2I QCISDu/n, wheren is the num-
ber of computed intensities. The data there clearly shows
Hartree–Fock almost always overestimates infrared inte
ties, with the average difference from QCISD and the av

FIG. 2. Average absolute difference from QCISD and standard devia
with the 6-31G(d) basis set.
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TABLE I. Average difference and average absolute difference from QCISD infrared intensities with the 6-31G(d) and 6-3111G(3d f,3pd) basis set in km
mol21.

HF HF Scaledb SVWN SPL BLYP BP86 BPW91 B3LYP B3P86 B3PW91 MP2

6-31G(d)
Average difference 23.84 23.42 20.56 20.81 21.91 20.61 20.59 2.18 3.50 3.35 21.87
Average absolute difference 24.18 11.05 9.54 9.66 12.12 10.55 10.24 5.84 4.87 4.80
6-3111G(3d f,3pd)
Average difference 26.88 23.16 20.97 20.97 23.70 23.95 24.17 2.54 2.18 2.02 23.86
Average absolute difference 27.14 9.35 10.90 10.88 10.57 11.12 11.10 5.04 5.38 5.28
Relative CPU timea 1.4 1.4 1.0 1.0 1.7 1.7 1.7 1.9 1.9 1.9 4.4

aRelative CPU time for a frequency job for CH2F2 with the 6-3111G(3d f,3pd) basis set.
bHF/6-31(d) intensities scaled by 0.63 and HF/6-3111G(3d f,3pd) intensities scaled by 0.68.
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age absolute difference from QCISD being equal within
km mol21. From the table the methods resolve themsel
into groups with similar performance. Hartree–Fock giv
results in worst agreement with QCISD. The local DF
methods and the gradient-corrected DFT methods perf
remarkably similar, perhaps countering the common exp
tation that the gradient-corrected results should be sig
cantly better than the local results. The use of the Be
three-parameter hybrid functional with any of the gradie
corrected correlation functionals achieves results which
in excellent agreement with QCISD. By these measures M
performs between the local/gradient-corrected DFT level
the hybrid DFT level. With the 6-31G* basis set the order o
best agreement with QCISD is hybrid DFT.MP2.local
DFT'gradient-corrected DFT.HF. Compared to experi
ment, the hybrid DFT methods have an average abso
difference of ca. 16 km mol21.

C. Basis set effects for local and gradient-corrected
DFT

The quality of basis set needed to predict converg
chemical properties is of great interest to researchers see
to maximize the quality of results for the computational
fort expended. Since polarized split valence basis sets
double-zeta quality~e.g., 6-31G* ! represent the middle
ground in terms of cost and quality, we were interested
investigating the convergence of predicted infrared inten
ties at this level. The benchmark we chose here was
QCISD method employing a large basis set of triple z
quality augmented with one set of diffuse functions, thr
sets ofd-type functions, and one set off-type functions on
the heavy atoms, and three sets ofp-type functions and one
set of d-type functions on hydrogens @6-311
1G(3d f ,3pd)#, to ensure results approaching the QCIS
limit. Here we present the results for the set of test molecu
~minus CH2Cl2 and CH2Br2)47 of systematically increasing
the quality of the double-zeta basis set by adding additio
diffuse and polarization functions.

Figure 3 shows the average absolute difference and s
dard deviation from the QCISD results for the local DF
method S-VWN. Interesting to note is that the standard sp
troscopic basis set shows good performance. The remov
a set of d-type functions on the heavy atoms from th
6-31G* basis set increases the average absolute differenc
a factor of 2 and increases the standard deviation by ca.
s
s
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km mol21. For the 6-31G* basis set, addition of a set o
diffuse functions on the heavy atoms decreases the ave
difference by ca. 1 km mol21. Adding polarization functions
to hydrogens decreases the average absolute differenc
about another 1 km mol21. This trend continues showing
small sensitivity to additional polarization functions o
heavy atoms, dropping the difference by ca. 3 km mo21

each time, and an even lower sensitivity to additional pol
ization functions on hydrogens. In terms of convergence
average absolute difference seems settled with the 6
1G(3d,2p) basis set at 12 km mol21 and a standard devia
tion of 30 km mol21. The best agreement for S-VWN wit
an augmented double-zeta basis set seems to be an av
absolute difference of 12 km mol21 with a standard deviation
of 30 km mol21. The standard working basis set, 6-31G*,
gives results with an average absolute difference of 20
mol21, less than 10 km mol21 from the converged limit and
therefore seems to be an excellent compromise between
curacy and cost for infrared intensity calculations.

Figure 4 shows average absolute difference data
standard deviation data for the gradient-corrected B-L
method. With this method the 6-31G* basis set performs les
well. The results for B-LYP show increased sensitivity ov
S-VWN to the addition of diffuse and polarization function
on both heavy atoms and hydrogen. The addition of diffu
functions on heavy atoms to the 6-31G* basis set decrease

FIG. 3. Basis set dependence for S-VWN of the average absolute differ
and standard deviation from QCISD/6-3111G(3d f,3pd) infrared intensi-
ties.
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the average absolute difference of ca. 6 km mol21. Adding a
set of p-type polarization functions to hydrogens improv
the average agreement by 2 km mol21. After the addition of
the first sets of diffuse and polarization functions, the sen
tivity to further additions is diminished. The addition of se
ond and third sets of polarization functions on heavy ato
and hydrogens show similar insensitivity as with the S-VW
method. The converged average absolute difference
B-LYP is 11 km mol21 with a standard deviation of 30 km
mol21. In order the get within 10 km mol21 average absolute
difference of the converged result, a larger basis set is
quired than needed with S-VWN. The B-LYP functional r
quires diffuse as well asd polarization on heavy atoms t
meet this criterion~i.e., 6-311G* !.

D. Large basis set performance

Model chemistries used to predict molecular propert
are usually characterized by limitations in two dimensio
incomplete treatment of electron correlation and basis
truncation.48 Using the largest feasible basis set allows be
assessment of the method itself, assuming the approp
convergence of the property of interest. In an effort to eva
ate the performance of DFT in predicting infrared intensit
at the large basis set limit, calculations for the set of t
molecules~minus CH2Cl2 and CH2Br2)47 were carried out
using the 6-3111G(3d f ,3pd) basis set.

The average absolute differences from QCISD at t
basis level are shown in Fig. 5. As with the working spe
troscopic basis set, 6-31G*, Hartree–Fock has the large
absolute difference and standard deviation. The differen
from QCISD for each DFT method are remarkably co
served from the lower basis set level, increasing in abso
difference by ca. 1 km mol21 lending support for the relative
performance comparisons made here. For the methods u
the LYP correlation functional, the average absolute diff
ence decreased a small amount with the large basis set.
shows an increase in absolute difference from QCISD w
this basis set, compared to results with the 6-31G* basis set.
The best performers are the hybrid DFT methods, all hav
absolute differences ca. 5 km mol21 from QCISD. The local

FIG. 4. Basis set dependence for B-LYP of the average absolute differ
and standard deviation from QCISD/6-3111G(3d f,3pd) infrared intensi-
ties.
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DFT methods perform very well with average absolute d
ferences a little better than the gradient-corrected meth
and lower standard deviations. MP2 performs very simila
to the local functionals having an average absolute differe
of 8 km mol21 and a standard deviation of 22 km mol21.
Table I shows the difference between the QCISD values
those obtained for the other methods at the large basis
level. Hartree–Fock again consistently overestimates in
red intensities with the average difference from QCISD a
the average absolute difference from QCISD being only
km mol21 apart. Also, comparing the average differenc
and the absolute average differences suggests that the
and MP2 methods predict intensities distributed around
QCISD results, with the hybrid methods predicting inten
ties in small excess of QCISD more often. Results with
large basis set suggests a grouping of the methods base
relative performance that is in agreement with the 6-31*
basis set results. At this level the normal mode for which
methods give the worst agreement with QCISD is again
asymmetric stretch of CO2 ~probably due to the neglect o
the triples contribution in the QCISD calculation!.41 The
methods from best to worst with respect to agreement w
QCISD are hybrid DFT.MP2.local DFT'gradient-
corrected DFT.HF. Compared to experiment, the avera
absolute difference for the hybrid DFT methods, ca. 14
mol21, is very similar to the QCISD method, ca. 13 k
mol21.

E. Scaling of Hartree–Fock and DFT infrared
intensities

The consistent overestimation of infrared intensities
Hartree–Fock makes it a target for homogeneous scalin
order to bring the computed intensities into better agreem
with higher level theory such as QCISD. Although our set
test molecules is relatively small, we can obtain an empiri
scale factor which may be refined by future studies. Le
squares analysis of the Hartree–Fock and QCISD/6-
1G(3d f ,3pd) intensities suggests a scale factor of 0.6
Figure 6 shows a scatter plot of raw HF intensities and sca
HF intensities versus QCISD values. The scaling factor p
forms well in bringing the distribution of HF intensities int
greater coincidence with the QCISD values. After scaling
average absolute difference from QCISD, decreases by

ce

FIG. 5. Average absolute difference from QCISD and standard devia
with the 6-3111G(3d f,3pd) basis set.



D
al
ve

n
re
o
,
s
g
h
D
F
e
d
n
es
r
n
m

red
here

tial
m-
ion

his
ry
al
ive
FT
ds;

han
FT
sid-
the
lts.
cal
r-

e
od

ed
ith

iri-
ties,
we

nt-
ent
ted
The
ing
P2
FT
ral
ost-e

t
lue

10592 J. Chem. Phys., Vol. 109, No. 24, 22 December 1998 M. D. Halls and H. B. Schlegel
66% to 9.35 km mol21 with a standard deviation of 14.85 km
mol21. Similar treatment of the Hartree–Fock and QCIS
results for the 6-31G* basis set yields a least squares sc
factor of 0.63. Use of this scaling factor decreases the a
age absolute difference by ca. 54% to 11.05 km mol21 with
a standard deviation of 17.44 km mol21 for scaled Hartree–
Fock results at that level.

Figures 7 and 8 show scatter plots for the local a
gradient-corrected DFT and the hybrid DFT methods,
spectively. All computed intensities coincide very closely f
the functionals in a given category~local, gradient corrected
or hybrid!. The distribution of DFT calculated intensitie
around the QCISD values makes the strategy of homo
neous scaling less applicable to the DFT intensities. T
DFT computed intensities are sufficiently close to QCIS
intensities that scaling is not necessary. The hybrid D
scatter plot shows the decrease in average absolute differ
from QCISD very clearly compared to the local an
gradient-corrected plot with a visibly tighter distributio
about the QCISD line. On the hybrid DFT plot, MP2 valu
are also included for comparison. MP2 clearly does a poo
job in predicting reliable infrared intensities in agreeme
with QCISD than the DFT methods, having several extre
outliers.

FIG. 7. Comparison of local DFT~SVWN! and gradient corrected
DFT ~BLYP! infrared intensities with QCISD values using th
6-3111G(3d f,3pd) basis set.

FIG. 6. Comparison of unscaled Hartree–Fock infrared intensities and
Hartree–Fock intensities scaled by a factor of 0.68 with the QCISD va
using the 6-3111G(3d f,3pd) basis set.
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In summary, the order of agreement in predicted infra
intensities between QCISD and the methods surveyed
is: hybrid DFT.MP2.local DFT'gradient-corrected DFT
.HF. These results are significant in light of the substan
savings in CPU time DFT affords the researcher. For co
parison, the relative CPU times for the frequency calculat
from an optimized geometry for CH2F2 using the 6-311
1G(3d f ,3pd) basis set with the methods discussed in t
report are given in Table I. All the DFT methods are ve
cost effective in computing infrared intensities. The loc
DFT methods take less time than Hartree–Fock and g
remarkably better intensities. The gradient-corrected D
methods take almost twice as long as the local DFT metho
however, their performance is the same or a little worse t
the local methods in comparison to QCISD. The hybrid D
functionals are the best performers of the methods con
ered here; although they are a little more expensive than
gradient-corrected methods, they yield far superior resu
MP2 requires greater than four times the CPU time the lo
DFT methods require with no substantial gain in perfo
mance.

IV. CONCLUSIONS

Density functional theory offers excellent quantitativ
performance in the prediction of infrared intensities in go
agreement with high-levelab initio correlated methods
~QCISD! at a small fraction of the cost. Intensities comput
at the Hartree–Fock level are in much worse agreement w
QCISD than DFT; however, there is evidence that an emp
cal scale factor can improve the agreement of the intensi
making them comparable to MP2. Based on this work
propose a scale factor of 0.63 for the 6-31G* basis set which
may be refined in future studies. The local and gradie
corrected DFT methods predict intensities in good agreem
with QCISD and each other, although the gradient-correc
methods take twice as much time as the local methods.
hybrid DFT methods are the best performers in comput
intensities in closest agreement with QCISD, whereas M
shows performance intermediate between local D
gradient-corrected DFT and hybrid DFT, but with seve
severe outliers and poor scaling with system size. For c
effective prediction of vibrational properties~harmonic fre-

FIG. 8. Comparison of hybrid DFT~B3LYP! and MP2 infrared intensities
with QCISD values using the 6-3111G(3d f,3pd) basis set.
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quencies and infrared intensities!, local and hybrid DFT
methods offer both good performance/cost and scaling w
size.
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