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AbStISCt 

We present a method, which avoids the use of Lagrange multipliers, for the optimisation of the lowest energy point of the 
intersection of two potential energy surfaces. The efftciency of this unconstrained algorithm is demonstrated for the n - 2 inter- 
section space of a conical intersection and the n - 1 intersection space of the crossing of two states of different spin multiplicity. 

1. Introduction 

Recently, it has been demonstrated (see refs. [ l- 
161 for examples) that the characterisation of sur- 
face crossings [ 17-231 has an important role to play 
in the investigation of the mechanism of photochem- 
ical reactions. Such crossings serve as funnels [ 2 1,22 ] 
where transitions from one state to another are most 
likely to take place. 

Practical algorithms for the investigation of sur- 
face crossings have only begun to emerge [ 24-28 ] in 
recent years. These use analytic gradient methods with 
constraints incorporated via the method of Lagrange 
multipliers. The method described by Mana and 
Yarkony [27] also requires the Hessian of the La- 
grangian, which is evaluated numerically. The pur- 
pose of the present Letter is to outline an efficient 
method for the location of surface crossings that is 
direct in the sense that no constraints are used. As a 
consequence, the normal Hessian updating methods 
that are used in a program such as GAUSSIAN 92 
[29] work without modification and the optimisa- 
tion of the surface crossing region becomes possible 

without computing the Hessian [ 271 in the space of 
nuclear displacements. 

2. Theoretical development 

Two states, even with the same symmetry, may in- 
tersect along an ( n - 2 )-dimensional hyperline as the 
energy is plotted against the n nuclear co-ordinates. 
Such an intersection is a conical intersection [ 17-23 1. 
If the two states have different spin multiplicity, this 
intersection reduces to an (n - 1 )-dimensional hy- 
perline. The optimisation of the lowest energy point 
on such hyperlines can be carried out with one con- 
straint [ 24,261 or two constraints [ 27 1. 

At a conical intersection, one can distinguish two 
directions, rl and x2, such that if one were to plot the 
energy in the subspace of these two geometric vari- 
ables (combinations of the bond lengths, angles, etc. ) 
the potential energy would have the form of a double 
cone in the region of the degeneracy. In the remain- 
ing n-2 directions, the energies of ground and ex- 
cited states are equal; movement in the plane x1 and 
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r2 lifts this degeneracy. At the lowest energy point on 
this hyperline, the energy of the excited state is min- 
imised in n-2 variables and the gradient of the ex- 
cited state potential energy surface is zero in the 
(n-2)-dimensional space orthogonal to xi and x2. 
The vectors n, and x2 lie parallel to the gradient dif- 
ference vector 

x1 = 
WI -J52) 

a4 

and the gradient of the interstate coupling vector 

(1) 

(2) 

where Ci and C2 are the CI eigenvectors in an MC- 
SCF or CI problem. 

The optimisation of the lowest energy point on a 
surface crossing is defined by requiring that the en- 
ergy is minimised in the ( n - 2 )-dimensional space 
orthogonal to the plane x1 and x2 and that El =E2. 
One can either optimise E2 subject to 2 constraints 
[ 27 ] or one may simultaneously minimise the en- 
ergy difference El - E2 in the plane spanned by x1 and 
x2, and minimise E2 in the remaining ( n - 2 )-dimen- 
sional space orthogonal to the xl, x2 plane. The latter 
approach yields an unconstrained method that does 
not require Lagrange multipliers. The purpose of this 
Letter is to document the second unconstrained 
approach. 

The condition chosen for the minimisation of 
El - E2 in the x,, x2 plane is 

$ (E,-E,)~=~(E,-E,)~I =o, 
a 

where xl is the gradient difference vector defined in 
Eq. ( 1). Because (E, - E2)2 varies more smoothly 
than El - E2 in the vicinity of the conical intersec- 
tion, this approach is more suitable for quasi-Newton 
minimisation methods. The length of xi has no sig- 
nificance - only its direction. ( 1 x1 1 will be large if the 
potential energy surfaces have opposite slope but very 
small if they have nearly the same slope. ) This means 
that the size of the step should only depend upon 
E, - E2, and suggests that we should take the gradient 
along the step to the minimum of El - E2 to be 

f=2(E, -E,) ~ 
& 

Clearly f will go to zero when E2 = El, independently 
of the magnitude of xi. If we now define the projec- 
tion P of the gradient of E2 onto the n - 2 orthogonal 
complement to the plane x1x2 as 

g,paE, 
a4, ’ (5) 

then the gradient to be used in the optimisation 
becomes 

lT=s+f. (6) 

In the case where x2 is zero because we have two states 
of different spin multiplicity, we simply project onto 
the ( n - 1 )-dimensional orthogonal complement 
space. This algorithm is similar in spirit to MC-SCF 
optimisation where one is optimising both the orbital 
rotations and the CI vector. One of the principle ad- 
vantages of the technique just discussed arises from 
the fact that as f goes to zero the normal Hessian up- 
dating should ensure efficient convergence. 

From a practical point of view the preceding algo- 
rithm is easily implemented within the context of MC- 
SCF theory. We have simply used the procedure out- 
lined by Yarkony [ 301 for the computation of gra- 
dient difference and non-adiabatic coupling matrix 
elements using state-averaged orbitals. Because the 
procedure requires the solution of the coupled per- 
turbed state-averaged MGSCF equations at each it- 
eration, such optimisations are very expensive. How- 
ever, in practice the contributions that arise from the 
derivatives of the orbital rotations are quite small, and 
the initial iterations can be carried out quite cheaply 
if these contributions are neglected [ 261. 

3. Some numerical examples 

The purpose of this section is to illustrate the con- 
vergence characteristics of the unconstrained min- 
imisation algorithm for ( n - 2 )- and ( n - 1) dimen- 
sional crossing surfaces in benzene. To illustrate the 
global convergence of the method, the minimum en- 
ergy point on the n-2 intersection of the So and S, 
states of benzene has been optimised. This conical 
intersection has been previously documented 
[ 8,13,14] and forms the mechanism of the ‘channel 
3’ decay process from the S, state of benzene. As an 
example of an n - 1 crossing, we have computed the 
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minimum energy point on the intersection of the S0 
and T1 states of benzene. This crossing provides a 
mechanism for the chemiluminescence of Dewar 
benzene [ 3 11. 

We begin with a discussion of the global conver- 
gence of a conical intersection optimisation of the 
n - 2 intersection of the So and Si states of benzene. 
Normally, one might have a rather good estimate of 
the geometry of a conical intersection by performing 
grid searches etc. Our purpose here is to illustrate that 
the direct method proposed in this Letter has quite a 
large radius of convergence. Thus the computations 
have been started rather a long way from the target 
minimum (near to the benzene So minimum, with 
one carbon atom slightly displaced out of plane to re- 
move the planar constraint ) . Since our purpose is only 
to illustrate global convergence (involving a very large 
number of iterations) we have used a crude STO-3G 
basis and a 6 in 6 CASSCF. 

In Fig. 1 we show the energy separation and ge- 
ometry change during the optimisation of the n - 2 
conical intersection of the S, and Si states of ben- 
zene. In Fig. 2 we show the corresponding behaviour 
of the RMS values of (i) the projection of the gra- 
dient of E2 onto the n - 2 orthogonal complement to 
the plane x1x2 defined by Eq. (5 ) and (ii) the overall 
gradient used in the optimisation defined by Eq. ( 6 ) . 
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Fig. 1. Global convergence ( CAS ( 6,6) /STO-3G) of an optimi- 
sation of the S& conical intersection of benzene. Geometries 
for selected points along the optimisation path are shown at the 
bottom ofthe figure. (El) SO, (+) S,. 
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Fig. 2. The RMS projected n - 2 gradient (left axis), Eq. ( 5 ) , and 
the RMS gradient (right axis), Eq. (6), for the SJS, benzene 
conical intersection optimisation. (El ) Projected n - 2 gradient, 
(+ ) gradient. 

In our experience, this convergence pattern is typical. 
The initial phase of the optimisation is dominated by 
steps leading to E2 =E, . When the energy difference 
is large the gradient is dominated by the gradient dif- 
ference vector defined in Eq. (4). Thus during the 
first 20 iterations, the energy difference decreases un- 
til the two states become nearly degenerate, and one 
has moved to an arbitrary point on the (n-2)-d& 
mensional hyperline. However, this geometry is far 
from the minimum on this hyperline and one can see 
that the geometry is rather distorted (four of the C- 
C bonds have been stretched to greater than 1.6 A). 
Further, the projected gradient of E2 onto the n - 2 
orthogonal complement (Eq. ( 5 ) ) is a maximum at 
iteration 20. However, notice that the overall gra- 
dient (Eq. (6) ) is steadily decreasing. For the re- 
maining 50 iterations the projected gradient of E2 de- 
creases continuously (Fig. 2) and the energy of 
E,=E, also decreases. Thus the final phase looks 
more or less like a typical geometry optimisation (that 
has been started from a very poor initial guess). In 
this phase the usual updating methods perform well. 

Of course the detailed behaviour of the algorithm 
depends upon the choice of geometric variables, the 
method of Hessian updating, etc. One would not nor- 
mally contemplate performing a geometry optimisa- 
tion with such a poor initial geometry. However, our 
purpose here is merely to demonstrate convergence 
under extreme conditions. Further, optimising 
‘floppy’ rings in internal coordinates is always diffi- 
cult. There is obviously room for ‘fine tuning’ im- 
provements. In particular, from Fig. 2 it is apparent 
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that there is room to ‘tune’ the balance between step- 
ping toward the intersection and stepping toward the 
minimum by scaling f (Eq. (4)) by a number less 
than 1 that does not compromise on the convergence 
of E, -Ez. This approach could also eliminate the 
possible imbalance between the force constants in the 
xl, x2 space so that the final phase of the optimisation 
converges more rapidly. We have used a crude STO- 
3G basis in the interests of economy for this test. 
However, this does not invalidate the general argu- 
ments just outlined. The final geometry - shown in 
Fig. 3 - is almost identical to that obtained previ- 
ously [ 8 ] with the 4-3 1 G basis, and the optimisation 
algorithm described in ref. [ 261. 

We now turn to a second example that illustrates a 
different aspect of our algorithm: the (n - 1 )-dimen- 
sional crossing between the So and Tr states of ben- 
zene. Burro [ 3 1 ] has suggested that the mechanism 
of the chemiluminescence of Dewar benzene in- 
volves an So/T1 crossing near the thermal transition 
state connecting Dewar benzene and benzene itself. 
In other words, the Tr state of benzene cuts the So 
surface near the transition state energy profile, pro- 
viding a thermal route to the Tr state of benzene 
which then emits. While we have characterised the 
thermal transition state in other work [ 8 1, the cross- 
ing mechanism has not previously been character&d. 

Theoptimisedgeometry (CAS(6,6)/4_31G) ofthe 
lowest point on the (n - 1 )-dimensional crossing be- 
tween the So and T1 states is shown in Fig. 4. While 
the thermal transition state is a ‘boat-like’ structure 
with a bridge head C-C distance of 2.24 A, the So/T1 
crossing is a ‘half-boat’ with slightly broken symme- 
try. While this structure has some interest chemi- 
cally, our purpose here is to make some theoretical 

Fig. 3. Final geometry of the $/St conical intersection. Dis- 
tances in A. Bracketed geometry taken from ref. [ 8 ] (which used 
a 431G basis and the optimisation algorithm described in ref. 
1261.1 

. I 503 
I 366 

I513 a - I 456 

- 1442. 
I 370 

Fig.4.TheCM(6,6)/4-31Goptimisedgeometryofthen-linin- 
tersection between the S, and T, states of benzene. 

observations. Firstly, the optimisation method for an 
(n- 1 )-dimensional crossing behaves in a similar 
manner to the (n-2)dimensional algorithm. Sec- 
ondly, this example presents a rather special diffi- 
culty that one occasionally encounters in this type of 
problem which merits discussion. 

At a crossing minimum, the gradients of the two 
surfaces are often of similar magnitude but opposite 
in sign. In fact, this was the case for the So/S1 cross- 
ing. However, the gradients of the two surfaces can 
be nearly parallel. (If they are both zero then one has 
an avoided crossing minimum; the present algorithm 
can also handle this case, but we shall not consider it 
here. ) Clearly if the surfaces are nearly parallel, then 
the magnitude of the gradient difference vector is very 
small. When this happens, the geometry of the cross- 
ing minimum is not well defined. In Fig. 5 we illus- 
trate the gradient vectors of the So and T1 states at 
the crossing minimum. Indeed, they are almost iden- 
tical at the crossing point. As a consequence, we 
needed to restrict the maximum stepsize to 0.01 A 
during to optimisation and the RMS force could only 
be converged to 0.0025 with a final energy difference 
of 0.002 Eh. (In contrast, for the So/S, intersection 
search, the RMS force was less than 0.0003 with a 
final energy difference of 0.0001 Eh.) The slight 
asymmetry in the structure shown in Fig. 4 is a reflec- 
tion of this low accuracy, However, this result is not 
a comment on the efficiency of the method used but 
rather represents a fundamental limitation on the ac- 
curacy that can be obtained. 
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Fig. 5. The gradients of the Se (left) and T, (right) states at the optimised intersection geometry shown in Fig. 3. 

4. Conclusions 

An unconstrained algorithm for optimising critical 
points on the crossing surfaces of states of the same 
or different symmetries has been described. The op- 
timisation of the So/S1 conical intersection of ben- 
zene from a very poor starting geometry demon- 
strates the robust global convergence and the 
termination properties of the algorithm. The optim- 
isation of So/T1 intersection illustrates that the 
method can be used for an (n- 1 )-dimensional 
crossing but that problems must be expected when 
the two surfaces are nearly parallel. 
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